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A B S T R A C T   

In this work, mixtures of increasing viscosity (from 0.9 to ≈720 mPas) are sonicated directly using an ultrasonic 
horn at 30 kHz to investigate the effect of viscosity on the ultrasound field both from an experimental and 
numerical point of view. The viscosity of the mixtures is modified by preparing water-polyethylene glycol so-
lutions. The impact of the higher viscosity on the acoustic pressure distribution is studied qualitatively and semi- 
quantitatively using sonochemiluminescence. The velocity of light scattering particles added in the mixtures is 
also explored to quantify acoustic streaming effects using Particle Image Velocimetry (PIV). A numerical model is 
developed that is able to predict cavitationally active zones accounting for both thermoviscous and cavitation 
based attenuation. The results show that two cavitation zones exist: one directly under the horn tip and one 
around the part of the horn body that is immersed in the liquid. The erosion patterns on aluminum foil confirm 
the existence of both zones. The intensity of the cavitationally active zones decreases considerably with 
increasing viscosity of the solutions. A similar reduction trend is observed for the velocity of the particles con-
tained in the jet directly under the tip of the horn. Less erratic flow patterns relate to the high viscosity mixtures 
tested. Finally, two numerical models were made combining different boundary conditions related to the ul-
trasonic horn. Only the model that includes the radial horn movements is able to qualitatively predict well the 
location of the cavitation zones and the decrease of the zones intensity, for the highest viscosities studied. The 
current findings should be taken into consideration in the design and modelling phase of horn based sono-
chemical reactors.   

1. Introduction 

The implementation of ultrasound (US) as an energy source during 
preparation, processing or post-processing steps has been reported for 
various applications including chemicals and polymers synthesis, waste 
water treatment, crystallization, separation processes and biotechno-
logical applications among others [1,2]. Studies focusing on the pro-
cessing of high viscosity products, such as polymers, have reported many 
advantages when sonication is applied. Specifically, US can assist the 
initiation of polymerization reactions, by enabling better dispersion of 
the reactants, improving the mixing and heating of the bulk, resulting in 
increase of the reaction rate [3]. Conventionally, thermal or photo-
chemical decomposition of pure monomers or added initiators is applied 
for the initiation of polymerization reactions [4]. As an alternative, 

application of US has been associated with the production of radical 
species that are able to initiate polymerization reactions [5]. 

The main effects of US are coupled with a phenomenon known as 
cavitation, i.e. the formation, growth and violent collapse of micro 
bubbles in the liquid medium which are accompanied by localized 
temperature and pressure hotspots [1,6,7]. Appropriate conditions are 
necessary for cavitation to occur, specifically the acoustic pressure 
generated by the ultrasound field needs to exceed the cavitation 
threshold pressure [7,8]. Cavitation further triggers a series of other 
phenomena, such as acoustic streaming, high shear stress, mixing in 
micro-scale, free radicals formation, boundary layer disruption and 
turbulence at a very local, small scale [1,3,9]. Despite the potential of US 
processing, the accurate prediction of the non-uniform distribution of 
cavitational activity in a reactor is challenging and therefore becomes a 
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major restriction for scaling up even the most promising processes 
[1,9–11]. 

Various qualitative and quantitative methods are available in order 
to characterize the sonochemical activity inside a reactor. Possible ef-
fects related to the sonication of a medium include acoustic pressure and 
local temperature increase [12], viscosity decrease and free radicals 
formation due to water dissociation [13]. Physical and physicochemical 
effects, such as the modification of solid surfaces, are also possible 
[13,14]. The process of investigating cavitation related activity is 
referred to as mapping. According to Sutkar and Gogate [1], this process 
can experimentally estimate both primary (e.g. temperature and pres-
sure measurement) and secondary (e.g. iodine dosimetry, sonochemi-
luminescence of luminol, aluminum foil erosion, polymer degradation, 
among others) effects. Nevertheless, many of these techniques are 
interfering with the liquid medium during the measurement. An 
example is in the case of pressure measurements with a hydrophone, 
whereas the precise measurement of the cavitation active zones is for 
most cases not feasible [1,9,10,15]. 

Alternatively, theoretical models can be applied for the prediction of 
elevated pressure zones and for the calculation of the energy dissipation 
of sound waves in a bubbly medium. Models based on non-linear dif-
ferential equations have been proposed by Van Wijngaarden [16], 
Caflish et al., [17] and Louisnard [18]. At the same time, a number of 
studies have been published based on linearization [7,10,12,19,20]. 
Simplified linear equations aim at facilitating implementation and 
reducing the overall computational requirements. Nevertheless, 
rigorous prediction of the acoustic pressure field remains challenging 
due to its coupling with the cavitational activity and its dynamic 
behavior [1,9,10,18,21]. Specifically, the acoustic energy of a travelling 
US wave inside a medium is lowered due to attenuation. The damping is 
caused by the cavitation activity or the presence of cavitation bubbles, 
which are generated by high acoustic pressure [10,22,23], and will be 
termed as “cavitation based attenuation” herein. The presence of gas 
cavitation bubbles results not only in sound attenuation, but also in 
considerable change of the velocity of the interacting phases [8]. 
Another important factor causing acoustic energy depreciation is the 
viscosity of the medium [24], which will be referred to as “thermo-
viscous attenuation” herein [25,26]. Incorporation of attenuation in a 
numerical model is undoubtedly improving the accuracy of the acoustic 
field distribution prediction. Nevertheless, in some studies, the 
complexity of including attenuation has been avoided by completely 
neglecting it [7]. When cavitation based attenuation due to the non- 
linear bubble oscillations is taken into account, the linear Commander 
and Prosperetti model [19], combined with an also linear Helmholtz 
wave equation has often been implemented [10,22]. A drawback of 
applying linearization is the underestimation of damping, especially in 
transient cavitation regimes. The existing literature has shown however, 
that numerical simulations based on the Commander and Prosperetti 
model are able to predict the foreseen locations of transient cavitation 
[22], enable the estimation of the pressure field distribution [15,27] and 
assist in the optimal sonication conditions selection [28]. 

The liquid properties, with viscosity in particular, and the presence 
of bubbles are important factors for the estimation of attenuation during 
wave propagation [10,29]. In the study of Louisnard [18] for example, it 
was mentioned that viscous dissipation is one of the dominant factors 
significantly affecting cavitation based attenuation and wave propaga-
tion. Surprisingly, there are not many examples of studies that have 
investigated the impact of the medium’s viscosity modification in 
combination with the presence of cavitation bubbles. Furthermore, the 
numerical and experimental investigation of such a system has not yet 
been reported. Therefore the current study aims in filling this gap by a 
novel approach, summarized as follows:  

• Building up from water to higher viscosity mixtures (experimentally 
prepared by the authors)  

• Identification of cavitationally active zones location and estimation 
of the acoustic pressure by numerical simulations coupled with 
experimental validation  

• Combination of cavitation based and thermoviscous attenuation, 
using correct boundary conditions for the US source in the numerical 
model  

• Experimental investigation of the impact of viscosity on acoustic 
streaming in cavitating liquid 

An ultrasonic horn type device operating at 30 kHz was used to 
sonicate the prepared solutions. The choice for low operating frequency 
enabled maintaining high cavitation activity in the system, The cavita-
tional activity of various, increasing viscosity mixtures was compared 
quantitatively by calorimetry measurements. Particle image velocimetry 
was also used to evaluate the impact of the medium’s viscosity on the 
particle displacement. The sonochemiluminescence method was 
employed to visualise firstly, the location of active cavitation zones and 
secondly, the influence of viscosity on the zones intensity. A numerical 
model was prepared in COMSOL Multiphysics, and proved able to pre-
dict the location and intensity of the cavitation zones when compared 
against obtained experimental results. The addition of such a numerical 
tool aims in reducing the dependency on lab experiments and ease up 
the design and operation of sonochemically aided reactors used for the 
processing of high viscosity mixtures. 

The manuscript starts with the experimental methods for obtaining 
the necessary properties of the investigated mixtures in Section 2, fol-
lowed by the theoretical background in Section 3 including the equa-
tions used for modelling of the wave propagation and the model set up 
details. The results are discussed in Section 4. Lastly, conclusions and 
future perspectives are included in Section 5. 

2. Experimental section 

2.1. Materials 

Water and polyethylene glycol (PEG) of varying molecular weight, 
were thoroughly mixed in different mass fractions for the preparation of 
solutions with increasing viscosity. PEG with number average molecular 
weight of 400 g/mol (maximum water content 0.5%) was purchased 
from Sigma Aldrich. PEG with molecular weight 2000, 4000, 8000 and 
20000 g/mol (purity > 99.5%) were provided by Clariant. The glycols 
will be named “PEG400”, “PEG2000”, “PEG4000”, “PEG8000” 
“PEG20000” for simplicity hereafter. For the sonochemiluminescence 
method, luminol with purity > 96.5% was purchased from Sigma 
Aldrich and sodium hydroxide (micro pearls for analysis) from Acros 
Organics. Fluorescent particles for Micro-PIV applications (PMMA 
coated with Rhodamine B, diameter 20 – 50 μm powder) from LaVision 
were used for the particles image velocimetry experiments. All chem-
icals were used as received. MilliQ water (18.2 MΩcm) was used for the 
preparation of the solutions. 

2.2. Properties measurement 

The viscosity (μ) and density (ρ) measurements were obtained 
simultaneously using an Anton Paar Lovis 2000 ME/DMA 4500 visco-
density meter. The density measuring principle relied on an oscillating 
U-tube sensor. Samples were carefully loaded on the tube, in order to 
eliminate bubble formation that would distort the measurement. The 
viscosity measurement relied on the determination of the rolling time of 
a golden ball through a capillary of known diameter filled with the 
sample of interest. The inclination angle of the capillary was chosen, 
while the optimal capillary diameter was determined via trial and error. 
Similar to the density measurements, sample loading was done carefully 
to avoid bubbles inside the capillary. A temperature scan was performed 
via a Peltier temperature control, from 23 ◦C to 88 ◦C in steps of 5 ◦C per 
measurement. It should be noted that the temperature steps were 
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decreased to 2.5 ◦C for the lowest concentration samples (10 wt%). 
The isobaric specific heat values (cp) were obtained using a DSC- 

Q2000 from TA Instruments. The DSC cell was purged with nitrogen 
gas at a flowrate of 50 ml/min. Samples of approximately 8-10 mg were 
placed in sealed aluminum pans. Samples were measured while being 
heated and subsequently cooled at 10 ◦C /min between 10 and 90 ◦C 
with 5 min isothermal time at the extremes. Both heating and cooling 
cycles were repeated twice per measurement. An empty aluminum pan 
was used as a reference. The cp values were estimated based on the third 
cycle in order to compare the materials after being exposed to the exact 
same thermal history. 

The speed of sound (c) measurements were performed using a 
ResoScan acoustic interferometer from TF-instruments. The measuring 
equipment consisted of two identical resonator cavities with a length of 
7 mm and a sampling volume of 180-200 μl. A detailed description of the 
method can be found in the study by Pfeiffer et al., [30]. An initialization 
was performed each time a new sample was introduced into the 
measuring tubes. To account for instrumental drift, one of the resonator 
cavities was filled with milliQ water (reference cell), while the other 
measurement tube was slowly filled with the sample [30,31]. The dif-
ference between the speed of sound of the sample and the reference was 
taken. Next, by adding this difference to the speed of sound of pure 
water, known from scientific literature [32], the speed of sound of the 
sample was calculated. A Peltier thermostat was used to control the 
temperature (±0.05 ◦C) and measurements were performed at 23 ◦C, 53 
◦C and 83 ◦C. 

Surface tension (σ) measurements were performed using a Krüss 
K100C tensiometer, with a plate made of roughened platinum (Wil-
helmy plate method) and in glass vessels of 100 ml (Krüss SV20, 70 mm 
internal diameter), filled with approximately 40 ml of solutions. Prior to 
the measurements of the samples, the surface tension of water was 
measured as a reference. The measurements were carried out at room 
temperature or the samples were preheated at the desired temperature 

on a heating plate before analysis and the temperature was recorded. 

2.3. Experimental setups 

The designed experimental setup allowed for online temperature 
recordings in combination with taking photos for the sonochemilumi-
nescence (SCL) and the particle image velocimetry (PIV) experiments. 
The ultrasonic horn was inserted from the top of the reactor and placed 
in the desired insertion depth using a translation stage, as can be seen in 
Fig. 1, top. The electrical power input was adapted, for the horn to 
deliver the predefined tip axial movement. Depending on the performed 
experiments, the setup was modified as required. The dimensions of the 
reactor are presented in Table 1. 

Some basic specifications of the ultrasonic horn follow in Table 2. 

2.4. Calorimetric efficiency measurements 

The electrical power input to the ultrasonic source was related to the 
power transferred to the medium with calorimetric experiments. Three 
thermocouples (K type) were placed inside the reactor at 0, 1.5 and 3.5 
cm distance from the bottom, as close as possible to the wall of the 
vessel, and the average recorded value was calculated (Fig. 1, top). It is 
remarked here that placing a thermocouple very close to the horn should 

Fig. 1. Schematic representation of the experimental setup. Glass vessel - Key: DR: reactor diameter, DH : horn diameter, HR: reactor height, HL: liquid height, IDH : 
horn insertion depth. Temperature recording (top right figure), SCL (bottom-left) and PIV (bottom-right) setups are also included in the figure. 

Table 1 
Dimensions of the reactor used for the experimental validation.  

Diameter - DR 

(mm) 
Height - HR 

(mm) 
Bottom plate 
thickness (mm) 

Jacket1 thickness 
(mm)  

52.6  80.9  7.3  16.7 

Note1 Cooling water circulated in the jacket via a thermostatic bath (Lauda Eco 
Silver RE630) to achieve the desired temperature. 
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be avoided, as it will disturb wave propagation, create a passive 
nucleation center for cavitation, and eventually lead to damaging of the 
thermocouple itself due to collapse of cavitation bubbles on its surface. 
Further, the purpose of this study is to track the trend of the relative 
difference between electric and calorimetric power as function of vis-
cosity in sonochemical experiments, rather than quantify the precise 
value of the calorimetric power itself. The actual electrical consumption 
of the US source was recorded with a voltameter. The temperature rise 
was recorded (Picolog 6 software) online while sonicating the liquid. 
During sonication the jacket of the reactor was filled with air in order to 
minimize heat losses. Using the temperature rise (dT/dt), the mass of the 
medium (mmedium) and the specific heat constant (cP), the calorimetric 
power (Pcal) was calculated (Eq. (1)) and correlated to the electrical 
power (Pel) and calorimetric efficiency (ηcal) using Eq. (2). It should be 
noted that a cooling rate term (based on the cooling observed when 
sonication stops) could be included in Eq. (1). This term was considered 
negligible and was not included, based on the temperature recordings 
obtained for low and higher viscosity mixtures tested (Supporting In-
formation, section A.2.). Specifically, when water was sonicated a linear 
temperature increase was recorded (Fig. 6S, left). When a higher vis-
cosity sample was sonicated (40 wt% PEG8000) the inhomogeneity of 
the temperature distribution was quite high (Fig. 6S, right). 

Pcal = mmedium.cp.
dT
dt

(1)  

ηcal =
Pcal

Pel
(2)  

2.5. Sonochemiluminescence (SCL) & aluminum foil erosion (AFE) 

In order to visualize the cavitationally active zones inside the 
reactor, the sonochemiluminescence (SCL) technique was used. This 
technique consists of sonication of aqueous solution of luminol (5- 
amino-2,3-dihydro-1,4-phthalazinedione) under alkaline conditions. 
Luminol readily reacts with the sonochemically produced hydroxyl 
radicals and the final product of this reaction (3-amino phthalate) emits 
blue light [1,22] which can be captured by a camera. In the current 
study, solutions containing 0.2 wt% luminol and 0.4 wt% NaOH were 
sonicated and images were captured inside a completely light insulated 
box (Fig. 1, bottom) using a Nikon Z6 II digital camera, with a NIKKOR 
optical lens (Z MC 50 mm f/2.8). The exposure time was 15 s, the focal 
ratio was 3.5 and the ISO setting was 25600. The obtained images 
allowed for qualitative and semi-quantitative characterisation of the 
cavitation zones inside the reactor. The relative SCL intensity was ob-
tained by processing the images using a developed MATLAB script, with 
prior cropping and denoising. An image captured in silent conditions, 
was used as a blank and was subtracted from the images of the sonicated 
solutions in order to remove any background light. The blue light was 
used to compute the average light intensity, which was considered 
proportional to the intensity of cavitation events. 

The aluminium foil erosion (AFE) is another visualization technique 
used, in order to verify the cavitation zones obtained with the SCL 
technique. Aluminum foil pieces were either wrapped around the horn 
or kept inside the liquid and positioned parallel to the direction of the 
horn inside the sonicated liquid [1]. The cavitational activity was 
measured qualitatively by the erosion caused on the foil surface, and the 
damaged spots were used as an indication of the cavitational active 
zones location. 

2.6. Particle image velocimetry (PIV) 

Particle image velocimetry (PIV) was employed to quantify the hy-
drodynamics of the system, using solid acrylic particles to visualise the 
streamlines. This technique is commonly used in fluid dynamics studies 
and is based on the determination of the particles displacement over 
time [1]. The particles were illuminated using a Litron S65 532 nm Nano 
PIV-S system equipped with two high intensity laser sources that 
generate pulses, one directly after the other. The laser pulses created a 
light sheet that illuminated a plane in the flow. Almost simultaneously 
with these pulses, two images separated by a small time delay (1 ms for 
water and the PEG-water mixtures, with exception of the PEG8000- 
water mixture for which 66.6 ms was used) were taken by a LaVision 
Imager LX 2 M synchronised high resolution camera equipped with an 
optical band-pass filter and Zeiss Discovery.V20 stereomicrosope, and in 
these consecutive frames the position of the particles was captured 
(Fig. 1, bottom). Images were captured over a short time span of few 
seconds to obtain a total of 180 frames per experiment. Based on the 
image pairs and known laser pulse delay, the particles displacement, 
velocity and circulation patterns could be determined using a cross- 
correlation algorithm (PIVlab) [1]. Processed data were extracted 
from the cross-correlation software package as text files and recompiled 
using a developed MATLAB script in order to obtain statistic results over 
all captured frames. Results are presented in terms of acoustic streaming 
velocity magnitude, normalised axial velocity and vector direction. The 
latter two provide more insight in the orientation of the individual 
vectors inside the flow field in addition to the mere magnitude of it. 

3. Numerical section 

3.1. Theoretical background on pressure acoustics 

Assuming the case of linear wave propagation, the acoustic pressure 
inside a reactor can be obtained by solving the Helmholtz wave equation 
in the frequency domain: 

∇2pt + k2
mpt = 0 (3) 

Where pt is the total acoustic pressure and km is the modified complex 
wavenumber, accounting for damping. In the Commander and Pros-
peretti equation, considering acoustic attenuation due to a poly-
dispersed population of cavitation bubbles [10,19] km is defined as 
following (Eq. (4)): 

k2
m =

ω2

c2 + 4πω2
∫ ∞

0

Rf (R, r)
ω2

0 − ω2 + 2ibω dR (4) 

With c the speed of sound of the medium, ω the angular frequency of 
the wave, ω0 the resonance frequency of the bubbles, i the imaginary 
unit, b the damping factor, R the bubble equilibrium radius and f(R, r)
the number distribution function of the equilibrium radii. 

A simplification of this equation (Eq. (4)) is Eq. (5) [10,19,22], for 
which a monodispersed bubble distribution of equal radius R0 is 
assumed: 

k2
m =

ω2

c2

(

1+
4πc2nbR0

ω2
0 − ω2 + 2ibω

)

(5) 

The number of bubbles per unit volume (nb) included in the second 
term of Eq. (5) is related to the volume fraction of bubbles in the reactor 
(β) by the following correlation (Eq. (6)): 

Table 2 
Overview of technical specifications of the ultrasound source used.  

Type  Material Tip diameter –DH (mm) Tip amplitude – rtip (μm) Maximum power (W) Operating frequency (kHz)    

50% 100%   

Horn - Hielscher UP50H Titanium 7  14.3  26.6 50 30  
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β =
4π
3

nbR3
0 (6) 

In the current study, the β factor was:  

▪ Set equal to zero (β = 0), therefore neglecting the attenuation 
caused by bubbles in the medium  

▪ Assumed constant (β = constant), considering homogeneous 
bubble distribution in the medium. A sweep was performed for 
the β over several decades based on literature values and using 
common R0 values for water, as shown in Table 3. 

When β was different from zero and freely chosen, the modified 
wavenumber was calculated (Eq. (5)) using the bubble resonance fre-
quency (ω0), the complex dimensionless parameter (Φ), the undisturbed 
pressure inside the bubble (p0), the real dimensionless parameter (χ) and 
the damping factor (b), which were obtained via equations S3 to S8 
(Table S9, Supporting Information). All the medium properties required 
to solve these equations were experimentally measured (density (ρ), 
speed of sound (c), surface tension density (σ) and dynamic shear vis-
cosity (μ)). In addition, when monodispersed bubble distribution was 
assumed the properties of the gas inside the bubbles were required. The 
bubbles were assumed to be filled with air, hence the thermal diffusivity 
of the air inside the bubble (D) and the ratio of specific heats for air (γ)
were defined as D = 21.9⋅10− 6 m2/s and γ = 1.4, respectively [35,36]. 
The equilibrium pressure in the liquid (p∞) was also necessary and since 
the reactor was not pressurized p∞ = 1.01325⋅105Pa. 

To include the thermoviscous losses, the viscous fluid model was 
employed [37]. Therefore the speed of sound (c) was appended to a 
complex value (cc) according to Eq. (7). In this approach bulk losses 
were accounted for, while the boundary layer losses were neglected 
which is a valid assumption at ultrasonic frequencies and lab (cm)-scale 
geometries [25]. 

c→cc = c
(

1 +
iωbTV

ρc2

)1
2

(7) 

The damping parameter of the thermoviscous model (bTV) could be 
calculated using Eq. (8): 

bTV = (
4
3

μ + μB) (8) 

The bulk viscosity (μB) is not easily measured, therefore it was 
assumed equal to the dynamic shear viscosity (μ), which is a reasonable 
approximation since the bulk viscosity is often in the same order of 
magnitude as the shear viscosity [25,37,38]. 

The combination of the cavitation and thermoviscous based attenu-
ation (Eq. (5) and Eq. (7)) resulted in the following expression for the 
complex, extended wavenumber: 

k2
m TV =

ω2

c2
c
+

4πω2nbR0

ω2
0 − ω2 + 2ibω (9) 

In the first part of this equation (Eq. (9)) the thermoviscous damping 
parameter was superimposed to the Commander-Prosperetti equation. 

3.2. Threshold pressure estimation for increasing viscosity mixtures 

For all increasing viscosity mixtures, the minimum pressure ampli-
tude for transient cavitation of bubbles was determined by modelling the 
dynamics of the bubbles. An approach similar to Rossi et al. [22] was 
taken. Specifically, it was assumed that when the velocity of the bubble 
wall reduction (dR/dt) is greater than the sound velocity at the collapse 
time, then transient cavitation occurs. The Mach number (M = Ṙ/c) was 
estimated, by solving the Keller-Miksis equation (Eq. (10)) which was 
used to compute radial oscillations for different initial bubble radii and 
acoustic pressure amplitudes (p) [21,22,33]. 

ρ
[(

1 −
Ṙ
c

)

RR̈+
3
2
Ṙ2

(

1 −
Ṙ
3c

)]

=

(

1+
Ṙ
c
+

R
c

d
dt

)(

pg −
2σ
R
−

4μṘ
R

− p

)

(10) 

With R representing the instantaneous bubble radius at time t, 
overdots indicating differentiation with respect to time and p being the 
pressure at the center of the sonicated bubble. In order to solve the 
bubble dynamics, the time dependent bubble gas pressure (pg) should be 
known [33]. Therefore, adiabatic bubble expansions and compression 
states were assumed and the polytropic ideal gas (Eq. (11)) law were 
simultaneously solved [39], with γ = 1.4 and pg0 the Laplacian gas 
pressure inside a quiescent bubble. 

pg⋅R3γ = pg0⋅R3γ
0 (11)  

3.3. Model setup 

A FEM simulation is utilised to simulate the setup in COMSOL Mul-
tiphysics 6.0, using the Pressure Acoustics module in the frequency 
domain and employing a stationary solver. This means that the acoustic 
pressure was assumed to oscillate linearly at the angular driving fre-
quency ω. 

3.4. Reactor geometry, numerical mesh and boundary conditions 

A schematic representation of the geometry and the mesh used to 
model the setup is presented in Fig. 2. 

A two-dimensional axisymmetric geometry was used aiming to limit 
the computational efforts. A free triangular unstructured mesh was 
chosen as computational grid. A COMSOL physics defined mesh was 
employed, with a predefined amount of mesh elements per wavelength 
(12867 number of elements and 2793 mm2 total mesh area). To avoid 
numerical pollution, the number of mesh elements per wavelength 
satisfied the k⋅h << 1 criterion, with h the average size of the mesh el-
ements and k the wavenumber [7,10,22,40]. 

The used boundary conditions for non-vibrating surfaces included:  

• Sound soft BC, for pressure release near a wall (pt = 0) [37]. This 
condition corresponds to a phase shift of the pressure wave of 180◦

upon perfect reflection [7,9,10,15]. 

Table 3 
Overview of the investigated volume fractions and equilibrium bubble radii.  

Attenuation parameter Value 

R0 (μm) 1 3 10 30      

Reference [33] [11,23] [11] [22], this work2      

β 1 0 4⋅10-7 4⋅10-6 4⋅10-5 9⋅10-5 4⋅10-4 9⋅10-4 4⋅10-3 9⋅10-3 

Reference [7,10] [23] [23], this work2 [8,11] [8,11] [10,22,34] [10,34] [8,10,34] [8,10,34] 

Note1 β = 0 corresponds to neglecting cavitation based attenuation, β = 0.1 is the maximum limit for achieving realistic damping values according to [10,34]. 
Note2 Parameters used for the results presented in the current paper.  
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• Sound hard BC, meaning that the normal acceleration and velocity 
were zero (αn = 0) [10,37]. This condition assumes the incident and 
reflected pressure waves to be in phase. 

For the vibrating surfaces (horn tip and horn walls) pressure or 
normal displacement BC were tested:  

• Pressure BC, for which a fixed pressure amplitude was imposed 
(pt = pt0) [37]. The plane wave formulation was used to relate the 
pressure amplitude at this boundary to the power input to the ul-
trasonic actuator [10,22,23]: 

pt0 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2ρcPUS

S

√

(12) 

With ρ the real medium density, c the medium speed of sound and S 
the irradiating surface area. PUS the ultrasonic power transferred to the 
liquid, which was assumed equal to the calorimetric power (Pcal).  

• Normal displacement BC was applied using Eq. (13) to obtain the 
normal acceleration an, using the amplitude of the vibrating surface 
(rtip), vibrating at frequency f (assuming sinusoidal oscillations): 

an = 4π2f 2rtip (13) 

An overview of the mathematical equations for the boundary con-
ditions used for vibrating and non-vibrating surfaces is provided in 
Table S10 (Supporting Information). Two versions of the numerical 
model were prepared, with main difference the BC implemented for the 
US horn. For the first version (named “Pressure BC” model hereafter), 
pressure BC was applied at the horn tip and sound hard BC at the horn 
wall. For the second version of the model (named “Displacement BC” 
model hereafter), normal displacement was applied for both the tip and 
the shaft of the horn. The non-vibrating boundaries, such as the liquid- 
air interface and the reactor walls were modelled as sound soft or sound 

hard. The choice between sound soft and sound hard BC can be based on 
the specific acoustic impedance of the boundary material (Zi). Looking 
at the sound impedance equation in Table S10, when Zi ≈ 0 sound soft 
BC should be applied and when Zi ≈ ∞ sound hard BC was the correct 
choice. Acoustic impedance values from the literature (Table S11, 
Supporting Information) showed that the water- air interface can be 
considered sound soft BC, while the reactor and horn walls are closer to 
sound hard BC. Nevertheless, reactor walls were also modelled as sound 
soft (pt = 0, Table S10), similarly to other works reported in the liter-
ature [7,22]. This assumption is only valid if the wall thickness is 
negligible when compared to the ultrasonic wavelength [7,9,22] which 
was the case for the applied frequency in the current paper (for 30 kHz, 
the wavelength is 4.97 cm for water as the medium, the jacket thickness 
is 1.67 cm and the bottom plate thickness is 0.73 cm). 

A summary of the implemented boundary conditions for the two 
model versions is presented in Fig. 3. 

4. Results and discussion 

4.1. Properties of the investigated mixtures 

An overview of the measured properties of the selected PEG-water 
mixtures at 23 ◦C can be found below in Table 4. 

The density (ρ) of the mixtures showed a decreasing trend with 
increasing temperature, while higher values were obtained for higher 
glycol concentrations (Figure S1). The data was correlated using 1st or 
2nd order polynomials and showed satisfactory fit over the applied range 
of temperatures for all measured samples with the lowest R2 equal to 
0.961 (Table S1). The highest viscosity (μ) of the PEG water mixtures 
was almost 760 times higher than the viscosity of water (712.5 mPas for 
the 40 wt% PEG20000 sample). The temperature dependency of the 
data was obtained by an Arrhenius fitting (Eq. S1) with good agreement 
for all the samples (Table S2). Regarding the obtained sound velocity of 

Fig. 2. Geometry setup of the ultrasonic horn reactor in 2D.  
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the PEG400-water mixtures (c), a non-linear dependency on the water 
(or PEG400) concentration was obtained (Figure S5) which is indicative 
of the non-ideal nature of the mixtures. The existence of a maximum for 
the speed of sound is correlated with a minimum of the adiabatic 
compressibility [31,38,41] and of the excess molar volume [31]. The 
addition of water resulted in the formation of hydrogen bonds with the 
polymer, thereby increasing the mixture volume [31]. All data obtained 
were linearly plotted in the applied temperature range with good fitting, 
exception were all the 10 wt% mixtures for which linear fitting was not 
satisfactory (Table S4). At this water concentration the speed of sound 
values follow the non-linear behavior as indicated by the model of Del 
Grosso and Mader (Figure S4). The data for the surface tension can be 
found in Table S5. The created database for all properties, their tem-
perature dependency and validation with available literature data can 
be found in the Supporting Information (Section A1.1 to A1.5). 

4.2. Impact of viscosity increase on calorimetric power and SCL emission 

4.2.1. Calorimetric power results 
Samples prepared with the same PEG content (40 wt%) were selected 

for the calorimetric power study. Specifically, the viscosity of these 
samples covered the range of three orders of magnitude, with 40 wt% 
PEG400 at ≈6 mPas, 40 wt% PEG2000 at ≈22 mPas, 40 wt% PEG4000 
≈46 mPas, 40 wt% PEG 8000 at ≈123 mPas and 40 wt% PEG 20000 at 
≈713 mPas. The density and speed of sound of these samples remained 
almost identical (Table 4). Water was also tested (≈1 mPas) for refer-
ence. The impact of viscosity on the calorimetric (Pcal) and electrical 
power (Pel) input can be seen in Fig. 4. 

As a first observation, both Pcal and Pel increased with viscosity in-
crease up to ≈46 mPas for both horn insertion depths tested (25 and 35 
mm). At ≈123 mPas both powers decreased sharply, and for the highest 
viscosity tested (≈713 mPas) the values reduced to up to 40% of the Pcal 
of water (7.1 W for 40 wt% PEG20000 and 17.9 W for water, at 35 mm 
horn insertion depth). The average recorded dT increased from ≈3 to 7 
◦C (for 0.9 to 46 mPas), remained almost unchanged (≈7 ◦C for 46 and 
123 mPas samples) and dropped to ≈3 ◦C for the sample with the highest 
viscosity (712 mPas). Another observation was related to the tempera-
ture gradient recorded in the vessel depending on the solution tested. 
For the samples with viscosity up to ≈46 mPas the measurements of the 
three thermocouples were in good agreement (maximum temperature 
difference of 3.1 ◦C between the three sensors). For the samples with the 
highest viscosities (≈123 and 713 mPas) the deviation of the tempera-
ture recorded by the three sensors reached a temperature difference of 
9.1 ◦C (Figure S6, Supporting Information). The ultrasonic horn device 
used in this paper is designed to deliver a specified and continuous 
amplitude at the tip [42], therefore the initial increasing electrical 
power trend (samples with viscosity up to 46 mPas) can be explained by 
the viscosity or fluid resistance build up. It could also be assumed that a 
considerable part of the energy input results into direct heating via 
viscous losses at the horn tip, instead of being consumed by bubbles 
oscillations. 

For samples with the highest flow resistance (viscosity of ≈123 and 
712 mPas), the horn was found to be pulsating - even though it was set at 
continuous operation. As a result, a decrease in the electrical power was 
observed, correlated to the internal modulation of the device, which 

Fig. 3. Simplified scheme for the boundary conditions implemented for the developed models using a horn as the US source.  

Table 4 
Overview of experimentally measured properties for various mixtures and pure 
compounds at 23 ◦C.  

Sample ρ (g/cm3) μ (mPa s) cp (J/g ◦ C) c (m/s) σ (mN/m)

40 wt% 
PEG20000  

1.069  712.5  2.570 1720  53.6 

40 wt% PEG8000  1.069  123.2  3.310 1731  54.4 
PEG400  1.124  103.8  2.087 1599  46.5 
90 wt% PEG400  1.122  89.6  2.427 1657  47.7 
40 wt% PEG4000  1.069  45.8  3.413 1727  57.2 
70 wt% PEG400  1.110  36.9  2.6791 1748  51.0 
40 wt% PEG2000  1.069  22.2  3.691 1728  56.7 
10 wt% 

PEG20000  
1.010  7.5  4.021 1546  58.9 

40 wt% PEG400  1.064  6.4  3.511 1718  52.5 
10 wt% PEG8000  1.014  5.1  4.026 1549  57.7 
10 wt% PEG4000  1.018  2.6  4.020 1551  57.9 
10 wt% PEG2000  1.014  2.0  4.265 1550  55.1 
10 wt% PEG400  1.014  1.3  3.787 1507  57.3 
Water  0.998  0.9  4.0602 1491  71.92 

Note1 The cP value for this mixture was obtained using a linear mixing rule. 
Note2 For water the data from COMSOL were used for all properties, with 
exception of the cp and the σ values, that were obtained experimentally.  
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fluctuated between the on and off operating mode. The calorimetric 
power, strongly correlated to the electrical power (Table S7, Supporting 
Information), followed the same trends: increasing for samples with 
viscosity up to 46 mPas, followed by a decrease for the highest viscosity 
samples. An additional reasoning for the drop of Pcal was the poor heat 
diffusion within the liquid. Specifically, the temperature increase for the 
liquid layers located next to the horn tip or horn walls was high, in 
contrast to the temperature recorded for the layers closer to the bottom 
of the vessel or the liquid–air interface. 

4.2.2. Sonochemiluminescence (SCL) and luminol intensity results 
Similarly to the calorimetric power input, the SCL experiments were 

performed for water and 40 wt% PEG solutions. Luminol and NaOH 
concentrations were kept equal for all the samples tested. Two horn 
insertion depths (IDH = 25 and 35 mm) were applied and the obtained 
photos can be seen in Fig. 5. 

Two cavitational active zones were observed: one directly under the 
horn tip and one around the immersed horn shaft. The zones were 
visually larger for the deepest horn insertion depth (IDH = 35 mm, 
Fig. 5, top). In general, non–uniform SCL distribution is expected as 
liquid sonication in a small closed vessel creates a resonant acoustic field 
that is dynamically disturbed by several effects that are inherently non- 
uniform or not completely symmetrical, such as the trajectory of horn 

vibration in the liquid, acoustic streaming, main flow patterns, bubble 
distribution, local hot spots and minor local defects (pits) on the horn 
surface. When comparing only the PEG–water mixture photos, brighter 
and larger zones were observed for the lower viscosity samples, with a 
qualitative maximum for the lowest viscosity sample of 6.4 mPas (or 40 
wt% PEG400). With increasing viscosity, the light intensity decreased 
and reached a minimum for the sample of 712.5 mPas (or 40 wt% 
PEG20000) for which only a weak light zone appeared directly at the 
horn tip for both insertion depths tested. 

The light intensity for sonication of water was also among the highest 
recorded, but it could not be directly compared to the PEG-water sam-
ples due to the difference in the mixtures composition. Specifically, the 
presence of PEG in water might interfere with the total light emission, 
making a proper quantitative comparison difficult. The SCL photos from 
Fig. 5 were post-processed with a custom developed image analysis code 
and the relative SCL intensity was obtained based on the integrated blue 
light intensity of each photo. The results, presented in Fig. 6 confirmed 
quantitatively the aforementioned observations related to the impact of 
viscosity rise in a decrease of the total SCL activity. The relative SCL 
intensity of water was plotted as reference for both horn insertion depths 
tested. The results from the RGB spectrum (red, green and blue chan-
nels) analysis of the images can be found in Figure S7. 

In order to clarify if the second noticed zone along the horn body was 

Fig. 4. Calorimetric and electrical powers for liquid height of 60 mm, input power of 100%, and horn insertion depth of 25 mm (left) or 35 mm (right). Standard 
deviation values based on three replicates are included in the graphs. 

Fig. 5. SCL images for increasing viscosity solutions, liquid level of 60 mm, sonication power of 100% at horn insertion depth of 35 mm (top) and 25 mm (bottom).  
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a result of light reflections at the bottom of the vessel or a cavitationally 
active zone, the aluminum foil technique was employed and the results 
can be seen in Figure S8. The aluminum erosion patterns observed 
confirmed that the two zones were the result of cavitation activity. As an 
additional test, the horn was immersed in a vessel of 1 L in order to 
minimize possible acoustic reflections caused by the bottom or side 
walls of the vessel, as was mentioned in the literature [43,44]. The 
presence of the zones remained unchanged as can be seen in Figure S9. It 
was therefore confirmed that the presence of the second zone along the 
shaft of the horn was related to radial movement of the horn, which 
expands and contracts while sonicating a solution. Louisnard and 
Garcia-Vargas attributed this to the “flow of acoustic energy through the 
lateral boundaries of the transducer” [21]. 

Finally, by combining the results obtained in the calorimetric ex-
periments (Fig. 4) and the SCL images (Fig. 5), the substantial role of 
both viscosity and surface tension for the occurring local cavitation 
events can be discussed. Specifically, the modification of the surface 
tension of the sonicated solution can strongly affect the potency of 
bubbles collapse, with larger bubble radii and higher pressure required 
for larger surface tension samples [45]. This is observed in Fig. 5, when 
comparing the brightness of the photographs of water (0.9 mPas) and 40 
wt% PEG400 solution (6.4 mPas), corresponding to mixtures with sur-
face tension of 71.9 and 52.5 mN/m, respectively (approximately 30% 
surface tension decrease, Table 4). At the same time, the role of viscosity 
in the transition between violent and smoother collapse is not 
straightforward, however it has been reported that the optimum region 
for powerful bubble collapse lays in the viscosity range of up to ≈ 40 
mPas [45]. Therefore, the observed transition of Pcal/Pel in this region 
(Fig. 4) could also be correlated to switching to a different bubble 
oscillation/ collapse regime. 

4.3. Impact of higher viscosity in particle velocities and their circulation 
pattern 

A representative subset of the PEG-water solutions (with viscosity of 
0.9, 22.2, 45.8 and 123.2 mPas) was used to study the impact of viscosity 
increase on the acoustic streaming behavior in the reactor. The solutions 
were selected based on preliminary experiments performed. Acoustic 
streaming is a result of the heterogeneous acoustic pressure distribution 
inside the reactor, generating a non–zero convective acceleration of 
(first order) acoustic perturbations that act upon all fluid parcels inside 
the sonicated domain [46]. Given the nature of the streaming profiles 
and the camera view field, two regions of interest were identified as 
shown in Fig. 7. The first region concerned the axial zone directly below 

the horn tip, whereas the second focused on the radial zone left of the 
horn. 

Results of the image velocimetry in terms of streaming velocity 
vectors are shown in Fig. 8 (Axial region top, Radial region bottom) for 
the different mixtures and for two insertion depths tested 
(25 and 35 mm). Congruent with prior work in the literature, a strong 
downward jet is observed below the sonotrode tip [47–49]. As the vis-
cosity of the mixtures increased, the flow profiles became increasingly 
laminar. Moreover, the velocity magnitude decreased from approxi-
mately 0.3 m/s when water was sonicated to approximately 0.1 m/s for 
the 40 wt% PEG8000 sample. For reference, streaming velocities of 
approximately 0.4 m/s were obtained when water was sonicated at 20 
kHz in the work of Yamamoto et al., [49]. An increase in the velocity 
magnitude was observed when comparing water to the PEG-water 
samples (0.9 to 22.2 mPas) (Figure S10 and S11, Supporting Informa-
tion). This could be attributed to the impact of PEG addition to the 
mixtures composition, similarly to what was observed in the SCL results. 
When comparing only the PEG-water samples (22.2, 45.8 and 123.2 
mPas samples) the decreasing trend in velocity magnitude was 
confirmed, both for 100 and 50% sonication power (Figures S10 to S13, 
Supporting Information). The Navier-Stokes equation dictates lower 
velocities for more viscous fluids for a certain, but fixed volumetric 
driving force. The volumetric driving force itself is in fact also not 
constant, but increases with increasing viscosities as a result of increased 

Fig. 6. Relative total SCL intensity for increasing viscosity mixtures, liquid level of 60 mm, sonication power of 100% at horn insertion depth of 25 mm (left) and 35 
mm (right). The SCL intensity for water is plotted as reference in both figures. Error bars represent the standard deviation of three repetitions per sample. 

Fig. 7. PIV viewing, axial and radial regions of interest.  
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viscous dissipation of the sound wave, creating steeper pressure ampli-
tude gradients [50,51]. It should be noted that the driving force is no 
direct function of the acoustic pressure magnitude (which does not 
necessarily decrease as viscosity increases, given that bubble oscillations 
in cavitating liquids can become so damped that the radial velocity 
decreases, reducing the power dissipated by the bubble and thereby 
locally increasing the acoustic pressure [29,48]) but rather the gradient 
in acoustic pressure. 

Characteristic vortices were observed at the side walls of the horn. 
For lower viscosities, the vortices were more difficult to recognize due to 
the increased turbulence associated with these mixtures. The nature of 
this turbulence could be directly attributed to the effect of viscosity, 

though it is possible that cavitational activity, which is more spatially 
distributed at lower viscosities, provides an additional contribution to 
the local Kolmogorov’s scale eddies. Another observation was related to 
the velocity magnitude of the fluid parcels contained in the vortex next 
to the horn walls, which was much smaller (approximately 5 times) 
compared to the downward jet for all mixtures tested as seen in Fig. 8. 
The recirculation velocity of particles was found 3-5 times lower than 
the axial velocity in the literature [52], which comes in good agreement. 

Statistics of the velocity magnitude, normalized velocity and vector 
directions, representative for the circulation pattern in the axial and 
radial zone respectively, are shown in Figures S10 to S19 (Supporting 
Information, section A.4.). by means of a histogram plot. These graphs 

Fig. 8. Acoustic streaming velocity vectors for increasing viscosity mixtures, liquid level of 60 mm, sonication power of 100%, horn insertion depth of 35 mm or 25 
mm. On the top of the figure the focus is on the axial region of interest and on the bottom on the radial region of interest as indicated inside the figure. Vector scaling 
calibrated and normalized across the datasets. 

A. Bampouli et al.                                                                                                                                                                                                                              



Ultrasonics Sonochemistry 97 (2023) 106444

11

incorporate all images captured during the total recording time and 
provided a more holistic approach to interpretation of the streaming 
behavior across space and time. Neither of these properties were nor-
mally distributed, but rather approached a Poisson distribution (as in, 
the probability of certain velocity magnitude or vorticity occurring at a 
certain time instance somewhere in the region of interest has a constant 
mean rate and occurs independently of the previous instance). The 
normalized axial velocity and vectors direction (Figures S14 to S19) 
provide insights in the orientation of the vectors flow field with respect 
to the horizontal plane. For strictly jetting flows, the normalized axial 
velocity must be equal to one at all locations (corresponding to an 
angular polar plot of the vectors direction indicating only 0◦ or 180◦). 
For strictly rotational vortices, the angular polar plot of the vector di-
rections would be a perfect circle, indicating all orientations to be 
equally present. 

4.4. Impact of viscosity increase on numerical results: Cavitation 
threshold pressure and numerical simulations 

4.4.1. Cavitation threshold determination 
For higher liquid viscosities an increase in the threshold pressure (i.e. 

the minimum pressure required for cavitation to occur) was remarked as 
presented in Fig. 9. 

For initial bubble radius of 1 μm, it was noted that the threshold 
pressure of pure water (0.163 ⋅ 106 Pa) exceeded the mixture of 6.4 mPas 
(0.154 ⋅ 106 Pa). This can be attributed to the higher surface tension of 
water (71.9 compared to 52.5 mN/m) and the dominant surface effects 
at small radii [53]. The above values for the threshold pressure were 
used to compute the simulations for each of the mixtures prepared. 

4.4.2. Pressure BC model results 
The pressure BC model (detailed results in Section C.1, Supporting 

Information) did not reproduce well the experimental measurements. 
Therefore, this model was considered inadequate and the displacement 
BC model was developed (4.4.3). 

4.4.3. Displacement BC model results 
For the displacement BC model, the observed radial horn movements 

as explained in Section 4.2.2 were taken into consideration. The 
boundary conditions were kept similar to the pressure BC model, with 
exception the BC of the horn tip and the horn walls, for which normal 
displacement BC was applied (Fig. 3). The radial displacement was 
assumed constant and equal to 10% of the axial horn displacement, in 
order to achieve the best correlation to experimental data. In the work of 
Louisnard and Garcia-Vargas [21] a similar experimental configuration 

was modeled, and for horn immersion depth higher than 30 mm their 
model predicted ≈12% of energy input originating from the lateral walls 
of the horn. The obtained simulation results can be seen in Fig. 10. The 
zones where the threshold pressure was exceeded are marked with white 
lines. 

By comparing the numerical simulation results of Fig. 10 to the SCL 
photos of Fig. 5 some observations can be made. Firstly, the model was 
able to qualitatively predict well the location of the two cavitation 
zones. For all the mixtures, two high pressure zones were predicted: one 
directly at the tip of the horn and one along the body of the horn. 
Exception was the highest viscosity mixture (712.5 mPas), for which the 
cavitationally active zone was limited to one directly at the horn tip 
area, which was correctly predicted by the model. Secondly, the pre-
dicted zones location remained correct for a decrease in the horn 
insertion depth from 35 to 25 mm. Finally, the impact of viscosity in-
crease, which is related to the viscous dissipation increase [29], was also 
captured, and diminished cavitation zones were obtained. 

On the downside, two major points can be mentioned. Firstly, the 
collapse intensity is not included in the numerical model and it was 
therefore not properly captured. The model prediction showed larger 
and more intensive zones for water compared to the 6.4 and 22.2 mPas 
(40 wt% PEG400 and 40 wt% PEG2000) samples. The SCL results 
showed the opposite trend, namely the zones were larger and more 
intense for the 6.4 and 22.2 mPas solutions (Fig. 5). Higher light in-
tensity can be correlated to increased concentration of ⋅OH radicals that 
reacted with the luminol of the solution, indicating higher cavitation 
activity [43]. An experimental investigation by Young coincided with 
this finding, and reported higher sonoluminescence (SL) activity for 
increasing viscosity glycerin-water mixtures [54]. In addition, Yasui 
et al., attributed the higher SL light emissions to more powerful bubble 
collapse in increased viscosity mixtures [55]. It should be noted that in 
both works, SL instead of SCL was investigated. Nevertheless, both 
methods are related to the conditions upon bubble collapse, with higher 
temperature usually required for SL bubble collapse [56]. Secondly, the 
proportion between the area and the intensity of the two predicted zones 
(at the horn tip vs horn body) was not correctly anticipated by the 
model. For example, for IDH = 35 mm the model predicted higher in-
tensity at the tip of the horn that should correspond to higher light 
emission in the SCL photos, which was not the case. This could be 
attributed to the under prediction of attenuation per wavelength asso-
ciated with the assumption of linear bubble oscillations [21], misleading 
to larger zones of increased acoustic pressure. The total relative cavi-
tation zone size, being the ratio of the cavitation cells over the total mesh 
cells per mixture, was extracted from the COMSOL simulations and the 
obtained results can be seen in Fig. 11. 

The relative cavitation zone size predicted for water was the highest, 
26.2 and 44.2% for horn insertion depth of 25 and 35 mm respectively 
(Fig. 11). As viscosity increased, the cavitation zone size predicted 
reduced. For samples with viscosity from 6.4 to 123.2 mPas, the relative 
cavitation zone size estimated by the model was 30-50% of the zone size 
predicted for water. At the extreme viscosity of 712.5 mPas, the cavi-
tation zone size predicted by the model was 90-95% lower than the 
estimation for water, with 1.3% for IDH = 25 mm and 5.6% for IDH =

35 mm. In general, higher zone size was foreseen for deeper insertion 
depth which would be expected due to the contribution of the zone at 
the body of the horn. 

5. Conclusions and future perspectives 

In this paper the impact of the medium viscosity on the ultrasound 
field is explored both experimentally and numerically. Firstly, PEG- 
water solutions were prepared and characterized in terms of their 
physicochemical properties. The viscosity of the samples increases to 
712.5 mPas when PEG20000 is used as the diol. Secondly, the solutions 
were sonicated using a 30 kHz horn, operating at 100% amplitude and 
inserted at two different depths. 

Fig. 9. Threshold pressure estimation for increasing viscosity mixtures and 
three different initial bubble radii (1, 10, 30 μm). 
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The calorimetric power, following the electrical power, increases for 
viscosity up to ≈50 mPas but decreases for the highest viscosity samples, 
which is attributed to the poor heat diffusion associated with such 
viscous systems. The SCL results reveal that for the investigated system, 
two cavitational active zones exist. One is located directly at the tip of 
the horn and one along the body of the horn. Combination of the calo-
rimetric and SCL results suggests that viscosity of approximately 50 
mPas is a threshold viscosity region for the transition of cavitation ac-
tivity, indicating alteration of the intensity of the bubbles oscillation and 
collapse. A strong jet is formed directly below the tip of the horn, and the 
velocity of the particles circulating in this region drops considerably 
when the medium changes from water to 123 mPas solution or when 
comparing only the PEG-water samples. Additionally, the motion of the 
particles becomes more laminar with increase in viscosity of the solu-
tions. The version of the numerical simulation that accounts for both 
axial and radial horn movement is found to compare better to experi-
mental results. This model is able to predict the cavitation zones loca-
tion, is robust when the horn insertion depth is modified and is able to 
illustrate the impact of viscosity in the cavitation activity in the reactor. 

The obtained results are a solid basis towards understanding the 
effects of ultrasound in high viscosity environments and form concrete 

recommendations for practical aspects when designing a sonication 
system for production of high viscosity products. The horn insertion 
depth for example, is proved to be a crucial parameter to be taken into 
consideration because above a specific insertion ratio (≈50-60% of the 
liquid height or wavelength in the chosen system) a second cavitation-
ally active zone appears. It is therefore recommended to consider this 
increase in sonication area more carefully in high viscosity applications 
since this can be helpful during the first minutes of a polymerization by 
improving the dispersion of the reactants. The second active zone should 
be anticipated specially when scaling up strategies are developed. In 
addition, the PIV results indicated that for higher viscosities the US 
mixing intensity decreases, therefore either multiple horns should be 
used simultaneously –for example, for local reaction activation, or a 
combination of horns and impellers– for achieving global convective 
mixing in the vessel. 

Some improvements that can be made in further investigations are 
foreseen. These include a more elaborate damping model, solid me-
chanics and acoustic streaming incorporation in the model and the 
validation against available experimental results. Further insights are 
also expected into the role of the radial horn displacement, both in the 
energy and pressure distribution in the reactor. 

Fig. 10. Displacement BC model results for increasing viscosity solutions, liquid level of 60 mm, sonication power of 100% at horn insertion depth of 35 mm (top) 
and 25 mm (bottom).R0 = 30 μm and β = 4⋅10− 6. The white lines in the model photos mark the cavitation zones where the predicted acoustic pressure exceeded the 
chosen threshold value. 

Fig. 11. Total cavitation zone size for increasing viscosity mixtures, liquid level of 60 mm, sonication power of 100% at horn insertion depth of 25 mm (left) and 35 
mm (right). The intensity for water is plotted as reference in both figures. 
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