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A B S T R A C T

In this work, novel numerical models were developed and validated to offer new strategies in modelling sono-
chemical reactors. More specifically, in our original approach the non-linear Louisnard model was coupled with 
heat and mass transport equations to predict gradients in temperature and species concentration in a sonicated 
reactor. Additionally, a new operating window was investigated by modelling mixtures of increasing viscosity on 
both micro- and macroscale sonochemical effects. On the microscale, the effects of increasing viscosity on bubble 
dynamics were determined by solving the Keller-Miksis equation. Various cavitation threshold definitions were 
evaluated. The bubble collapse temperature was determined for all investigated mixtures and the energy dissi-
pation of a single bubble was calculated. On the macroscale, different acoustic attenuation models were 
compared accounting for either linear or non-linear equations. Specifically, viscous losses were implemented in 
the non-linear Louisnard model, and model predictions were validated against experimental data. The model was 
able to predict multiple zones of cavitation in the reactor, as observed experimentally, and to estimate the 
dissipated energy for the different mixtures. Moreover, it was demonstrated that the cavitation-based attenuation 
dominates the other dissipation phenomena even for the most viscous solutions. The Louisnard model was 
coupled with heat transport equations, and using this extended version of the model, the temperature profiles 
were predicted for mixtures of increasing viscosity during sonication. Using a regression formula available in 
literature, radical production was related to the acoustic pressure field. By including reactions and mass transport 
in the acoustic model, for the first time in modelling ultrasonic reactors, the full distribution of light in the 
reactor during sonochemiluminescence (SCL) experiments for water was quantified.

1. Introduction: Modelling state-of-the-art

In recent years, the application of ultrasound to viscous systems, such 
as polymers [1–3] or food process streams [4] has shown to be prom-
ising. The main sonochemical improvements can be linked to the 
occurrence of acoustic cavitation, which involves the nucleation, 
expansion and violent collapse of microbubbles in the sonicated medium 
[5,6]. Provided the cavitation threshold pressure is exceeded, the bubble 
implosions are accompanied by hot-spot temperatures (>1000 K) and 
pressures (> 500 bar), free radicals, high shear stress, jetting streams 

and very localized velocity gradients [3,5–7]. Furthermore, gradients in 
the acoustic pressure field, possibly caused by cavitation, result in a net 
mean steady state flow, referred to as acoustic streaming [8,9]. On lab 
scale batch reactors, the application of ultrasonic energy has shown to 
improve both physical and chemical processing. Specifically, the com-
bination of cavitation and acoustic streaming enhances both micro- and 
macromixing [10–12]. Therefore, to gain industrial relevance, a large 
cavitational zone should be achieved and maintained in the reactor [13]. 
However, the dynamic behavior and non-uniform distribution of cavi-
tation bubbles hinder the successful prediction of sonochemical effects, 
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preventing scale-up [5,6,14,15]. This challenge becomes more apparent 
for more viscous solutions commonly encountered in polymer synthesis, 
due to increased energy dissipation.

As acoustic energy dissipates, attenuation of the ultrasonic wave 
occurs, which limits the cavitation zone size in the reactor. In homo-
geneous media, classical thermoviscous attenuation mainly occurs via 
two mechanisms [16–19]. Firstly, viscous friction produces momentum 
diffusion, causing the dissipation of mechanical energy into heat. Sec-
ondly, heat conduction within the fluid is responsible for irreversible 
entropy production. At the same time, the presence of cavitation bubbles 
itself introduces a heterogeneity to the system, which leads to additional 
viscous and thermal attenuation terms superposed to the classical 
thermoviscous attenuation. In low-viscosity media, such as water, the 
cavitation-based attenuation is the dominant form of energy dissipation 
[20,21]. However, the investigation of the interplay between thermo-
viscous and cavitation-based attenuation in more viscous mixtures has 
not been conducted so far.

In the reviews of Sutkar & Gogate [5], and more recently Meroni 
et al. [6], various experimental techniques to map sonochemical activity 
are presented, including sonochemiluminescence (SCL), calorimetry, 
aluminum foil erosion, chemical dosimetry and particle image veloc-
imetry (PIV). Nonetheless, experimental mapping might in some cases 
infeasible, time consuming, expensive, possibly intrusive and suscepti-
ble to uncertainties. Moreover, different techniques should ideally be 
combined in order to quantify the full sonochemical effects [5,14]. To 
gain additional knowledge, numerical models can be developed to 
predict the acoustic pressure field and corresponding sonochemical 
events [5,14,22,23].

Modelling ultrasound in a cavitating liquid is not trivial due to the 
high interdependency of the physical mechanisms involved, and the 
large variety of temporal and spatial scales on which they occur 
[6,14,24,25]. An overview of the latter phenomena can be found in 
Fig. 1. For a given vessel geometry and ultrasound source, an acoustic 
pressure field builds up in the reactor. The main difficulty arises from the 
coupling between the acoustic pressure field and acoustic cavitation [6]. 
When the acoustic pressure exceeds a threshold, gas pockets nucleate, 
grow, multiply and due to the Bjerknes forces, travel relative to the 
liquid. In parallel, the presence of cavitation bubbles introduces atten-
uation of the acoustic energy which modifies the acoustic pressure field. 
Moreover, the cavitation bubbles alter the sound speed spatially, 
resulting in wave dispersion [26,27], and the non-linear bubble oscil-
lations also produce wave distortion [28,29]. The liquid medium itself 
also dissipates some acoustic energy via the classical thermoviscous 
mechanism, as previously explained. Lastly, acoustic streaming that 
results from amplitude gradients in the pressure field, can also exert drag 
forces on the cavitation bubbles, making their overall motion within the 
reactor complex [30–32]. Fully resolving the entire sonochemical 
coupling is cumbersome as it would require incorporating population 

balances for cavitation bubbles, which should be solved simultaneously 
with an equation for the pressure field and another for the acoustic 
streaming velocity [31,33]. Lesnik et al. [31] have performed such a 
simulation, but due to the high computation load they could only model 
a small part of a simple geometry.

Development of numerical models for acoustic attenuation consti-
tutes an area of extensive research and has been mostly focused on the 
cavitation-based attenuation [26,34–36]. The first equations to model 
ultrasound fields in bubbly media were proposed by Van Wijngaarden 
[37,38] and were later more rigorously derived by Caflisch et al. [39]. 
However, Caflisch equations are computationally expensive and often 
fail to converge even for rather simple geometries [40]. Therefore, 
different authors have proposed simplifications to the Caflisch model as 
shown in Table 1. All strategies, with exception of the Westervelt model 
rely on solving either a linear or a non-linear Helmholtz equation in the 
frequency domain to obtain the acoustic pressure field.

The influence of the liquid viscosity on the sonochemical fields was 
investigated, mainly experimentally, in our previous work [23]. Spe-
cifically, custom mixtures of Polyethylene glycol (PEG) and water were 
utilized to increase the viscosity in a controlled manner. An experi-
mental characterization campaign using calorimetry, sonochemilumi-
nescence (SCL) and particle image velocimetry (PIV) was established. 
Additionally, a first simplified model was proposed for the prediction of 
acoustic cavitation zones [23]. However, the proposed rudimentary 
model required further extension and improvements.

Therefore, the present work aims to extend the Louisnard model in 
order to utilize its full potential to provide new strategies in modelling 
sonochemical reactors. A general overview of the manuscript contents 
can be found in Fig. 2. Firstly, a new operating window is examined by 
modelling sonochemical events in viscous fluids for both the micro- and 
macroscale. Secondly, additional physics are added to model heat 
transfer effects in a sonochemical reactor. The goal in this instance is to 
predict temperature gradients during sonication. Thirdly, chemical re-
actions (based on a regression formula) and mass transfer are included to 
model the luminol sonochemiluminescence reaction in water. This 
model strategy is proposed to fully capture the entire light distribution 
in the reactor during SCL experiments. The simulated results are vali-
dated against available experimental data. The coupling of heat and 
mass transport equations with an acoustic model is the first of its kind 
and allows to predict more accurately the effects of sonication in an 
ultrasonic reactor.

On the microscale, the influence of viscosity on the single bubble 
dynamics (cavitation threshold, hot-spot temperature and energy dissi-
pated by an oscillating bubble) is examined. On the macroscale, the 
acoustic pressure field, total dissipated energy, acoustic streaming pro-
files and bubble pathways are calculated with respect to the medium 
viscosity. Special emphasis is placed on the influence of the viscosity on 
energy dissipation and different sound attenuation modelling theories 

Fig. 1. Coupling between the physical mechanisms relevant in numerical modelling of sonochemical events, as identified in the scientific literature [24,25].
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are compared. More specifically, the Linear Elastic model (LE), Ther-
moviscous fluid model (TV), Commander-Prosperetti model (CP) and 
Louisnard model (OL) are implemented and compared in terms of 
cavitation zone predictions. A comparison between the TV, CP and OL 
models was made to determine the most dominant dissipation mecha-
nism for viscous solutions.

2. Experimental configurations

For the validation of the numerical simulations, the experimental set- 
up from our previous work [23] was modelled. This way the model 
could be validated against calorimetry, sonochemiluminescence (SCL) 

and particle image velocimetry (PIV) data. The following section pro-
vides a brief overview of the experimental setup and fluid properties.

The modelled reactor consists of a glass, double-jacketed cylinder 
with glass bottom and a capacity of 130 ml. Fig. 2 presents a schematic 
overview of the modelled experimental set-up and the dimensions of the 
reactor and transducer can be found in Table S1 and Table S2 of the 
Supporting Information. In the experiments, a Hielscher UP50H sono-
trode transducer was used, which has an operating frequency of 30 ± 1 
kHz and is rated for 50 W electrical power. An MS7 Titanium sonotrode 
was connected to the transducer inserted at a depth of 25 mm below the 
surface level of the reactor.

It is important to note that for this set-up sonotrode pulsations were 
observed experimentally for viscosities of μ = 123.2 and μ = 712.5 
mPas [23]. For these configurations the sonotrode would require more 
electrical power than the safe power rating of the device, therefore the 
transducer switches to a pulse-like mode to protect its internal structures 
[23]. As this behavior is inherently transient, the pressure field, nu-
merical dissipated power and streaming pathways cannot be solved 
since these result from steady state simulations. Since the temperature 
profiles in the reactor rely on the acoustic simulations also no accurate 
predictions can be made.

Therefore, in this work, for viscosities larger than 123.2 mPas, only 
microscale simulations of the bubble dynamics are presented. For 
completeness the acoustic pressure field, numerical dissipated power, 
streaming pathways and temperature profiles are presented in Section D 
of the Supporting Information. Results presented therein should be 
considered critically, since the simulations were performed as if the 
sonotrode was continuously operating and the model predictions could 
not be validated against experiments.

The viscosity of the investigated solutions was increased in a 
controlled manner by creating mixtures of PEG and water. All PEG- 
water mixtures had been carefully characterized in terms of viscosity 
(μ), density (ρ), speed of sound (c), surface tension (σ) and specific heat 
capacity (cp). A more elaborate discussion on the measurement protocols 
can be found in our earlier work [23] and the exact values of the fluid 
properties are tabulated in Table S3 of the Supporting Information.

3. Numerical section

3.1. Resolving the microscale effects of the viscosity on the bubble 
dynamics

3.1.1. Bubble size
To calculate the single cavitation bubble dynamics, the ambient 

bubble radius R0 needed to be known. Often the value of R0 varies 
significantly in the literature and it is often used as a fitting factor, 
ranging from 1 µm up to 130 µm [23]. In this work, we used reported 
experimental data to more rigorously estimate R0. However, since 
experimental data for a frequency of 30 kHz are scarce, bubble size 
distributions measured for 20 kHz were used. Measurements of Mettin 
et al. [32] indicate an ambient bubble size distribution between 1 and 
10 µm with an arithmetic mean around 2 µm, which is confirmed by 
experiments of Burdin et al. [68] that measured a rather similar bubble 
distribution. The volume mean size of this distribution amounts to 
approximately 5 µm. Therefore, in all models, monodisperse bubbles 
were assumed with a single bubble size of R0 = 5 µm. The choice for the 
volume mean size instead of the arithmetic mean was based on the 
Caflisch equations for bubbly liquids [39] where the bubble sizes enters 
the mass conservation equation as the derivative of bubble volume to 
time.

It should be noted that using the linear resonance size rule is not 
appropriate since it would yield ambient bubble radii larger than 100 
µm for both 20 and 30 kHz, which does not correspond to the experi-
mental results for active cavitation bubbles. When bubbles are too large, 
they experience shape instability followed by fragmentation, which 
limits the size range of cavitation bubbles. Intensive GPU based 

Table 1 
Overview of the different modelling strategies for ultrasound propagation in 
bubbly liquids.

Model name Type 
attenuation

Remark References1

Linear models

Linear Elastic 
(LE)

No Attenuation Influence of 
attenuation 
omitted, resulting 
in overprediction of 
acoustic pressures.

[15,20,41–43]

Thermoviscous 
fluid model 
(TV)

Classical 
Thermoviscous

Inclusion of 
attenuation by 
appending fluid 
properties with 
complex valued 
terms.

[13,44–46]

Commander- 
Prosperetti 
(CP)

Cavitation- 
based2

Linearization of 
bubble dynamics 
which 
underpredicts the 
dissipation of 
energy. 
Still often applied 
in the scientific 
literature due to its 
simplicity.

[14,25,40,47–54]

Non-linear models

Westervelt Classical 
Thermoviscous

Used for high- 
frequency 
applications, where 
acoustic cavitation 
is not expected.

[55–58]

Louisnard (OL) Cavitation- 
based

Imaginary part 
wavenumber 
derived from single 
bubble dynamics 
equations. 
Real part of the 
wavenumber 
calculated based on 
linear theory.

[22,26,30,47,59–62]

Trujillo Cavitation- 
based

Both Imaginary and 
Real part of the 
wavenumber 
calculated based on 
single bubble 
dynamics.

[34,63,64]

Sojahrood Cavitation- 
based

Both Imaginary and 
Real part of the 
wavenumber 
calculated based on 
single bubble 
dynamics.

[65–67]

Note1: Indicative references using the model, non-exhaustive list.
Note2: For the CP model the attenuation type could be considered bubble-based, 
since in theory it could be used for any type of bubbles if the size is not too large.
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numerical simulations performed by Klapcsik and Hegedüs [69] indicate 
that the medium viscosity increases the bubble shape stability, which 
prevents break-up. As a result, larger bubble radii can be anticipated for 
more viscous solutions. This comes in agreement with analytical results 
derived by Hilgenfeldt et al. [70,71]. In theory, using this GPU method, a 
range of stable nuclei could be predicted, however, this would require 
significant numerical resources and time [69]. Therefore, as mentioned 
before, in the current work an ambient bubble radius of 5 µm was used 
for all the mixtures as a simplification.

3.1.2. Single bubble dynamics
In a next step, the influence of the liquid viscosity on the bubble 

dynamics of a single oscillating bubble was determined. Here, bubble 
dynamics were computed by solving a system of coupled ordinary dif-
ferential equations (ODE’s). The same equations as in the work of 
Louisnard et al. were used [22,26,61]. Similar to the work of Toegel 
et al., the system of ODE’s consists of three main parts: (1) a Keller- 
Miksis equation for the bubble radial motion, (2) conservation of the 
bubble content energy and (3) mass transport phenomena (including 
diffusion, condensation and evaporation of water) [72]. Details and 
derivations of the equations used in this study can be found in Section 
B.1 of the Supporting Information.

It should be noted that in the presented bubble dynamics calcula-
tions, no chemical reactions are directly taken into account as this would 
substantially increase the complexity. As an example, more than 20 
reactions (excluding backwards reactions) need to be taken into account 
for a bubble containing only pure O2 and water [73]. For an air–water 
bubble, simulations are reported including up to 93 reaction terms 
[74,75]. Moreover, some controversy was recently raised about the 
correct way to model chemical reactions in cavitation bubbles [76]. 
Recently, Hegedüs et al. proposed a regression formula to estimate the 
amount of OH• radicals in function of the local acoustic pressure acting 
on a single bubble [73].

3.1.3. Cavitation threshold
A cavitation threshold above which bubbles undergo inertial oscil-

lations should be defined for two purposes. Firstly, cavitation-based 
attenuation models require the knowledge of bubbly regions where 
the damping terms become active. Secondly, only those regions above 
the threshold pressure, can be reasonably thought as bubble-populated, 
which allows to predict the cavitation zones in the reactor, and to 
display bubble streams following the Bjerknes force field [61].

Several approaches for the cavitation threshold estimation exist in 
the scientific literature, with four cases standing out: 

• The Blake threshold pressure (Eqs. (1) and (2)), separates small- 
amplitude quasistatic oscillations constrained by surface tension 
from large amplitude inertia-dominated oscillations [71,77,78]. It is 
interesting to note that this threshold is viscosity-independent.

pblake = p∞

(

1 +

(
4
27

S3

1 + S

)1
2
)

(1) 

S =
2σ

p∞R0
(2) 

• The Expansion Ratio (ER) threshold, the pressure where ER = Rmax − R0
R0 

is 
equal or larger than two [69,73,79–81]. Variants of this threshold 
exist but they all rely on Rmax

R0
, which is the maximum bubble expan-

sion ratio over an acoustic cycle.
• The pressure amplitude at which the collapse temperature exceeds a 

certain cut-off value, herein named the Tmax threshold [75,78,79]. 
Values for the cut-off collapse temperatures can range from 1000 K 
up to 5500 K [78]. The motivation for this threshold is that radicals 
production can be reasonably thought to increase with the collapse 
temperature. In this work, both a temperature cut-off of 3000 K and 
5500 K were investigated. Radical production is of prime importance 
in the comparison of modelling results with those of SCL, which re-
sults from the reaction of luminol with sonochemically produced 
OH• radicals.

• The pressure amplitude at which the bubble wall velocity upon 
collapse exceeds the speed of sound in the liquid, termed as Mach 
threshold hereafter [14,49,71,80]. It has been argued that a super-
sonic collapse would facilitate sufficient energy transfer to the 
gaseous bubble contents [70,71].

Using the computed bubble dynamics, each threshold based on the 
four different approaches was calculated and compared for the custom- 
made PEG-water mixtures.

3.1.4. Energy dissipation of single cavitation bubbles
Knowing the time-dependent bubble radius R(t), the average en-

ergies, both thermal (Πth) and viscous (Πv), dissipated over an acoustic 
cycle (τ) due to a single cavitation bubble were calculated using Eqs. (3) 
and (4) [26,34,82]. Additionally, radiation energy losses (Πrad) due to 
the compressibility of the liquid around the bubbles can be calculated. 
However, recently there has been some debate on the different attri-
butions of viscous and thermal effects on the contribution of Πv, Πth and 
Πrad. Therefore, in this work a more classical approach was adopted 
solely focusing on Πv and Πth, as originally derived by Louisnard [26]. 

Πv =
1
τ

∫ τ

0
16πμR

(
∂R
∂t

)2

dt (3) 

Πth =
1
τ

∫ τ

0
−

4πpg

3
∂R3

∂t
dt (4) 

Fig. 2. General overview of the manuscript contents. The microscale is resolved by modelling viscosity effects on the single bubble dynamics. The macroscale 
simulations address the predictions of acoustic pressure, overall energy dissipation and acoustic streaming together with bubble pathways. Additionally, transport 
phenomena are included by modelling the heat transfer effects in a sonochemical reactor and the luminol sonochemiluminescence reaction.
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3.2. Modelling the macroscale events of viscosity in a sonochemical 
reactor

3.2.1. Pressure field: Theoretical background on sound attenuation models 
and comparison

All considered models of attenuated sound waves start from the 
Helmholtz wave equation in the frequency domain: 

∇2P + k2
mP = 0 (5) 

In Eq. (5), P is the acoustic pressure amplitude and km is the 
(modified) wavenumber, whose imaginary part represents the attenua-
tion coefficient, α = − Im(km).

For the sonicated liquid, all the models presented herein were 
implemented via the Pressure acoustics module in COMSOL and were 
compared by determining the relative cavitation zone size, calculated as 
volume larger than the cavitation threshold divided by the total volume. 
Since the frequency of the sonotrode can vary between 31 and 29 kHz, 
simulations were performed for three different driving frequencies (29, 
30 and 31 kHz).

3.2.1.1. Linear elastic model (LE). In the ideal, lossless case the squared 
wavenumber is defined as the square of the ratio of the angular driving 
frequency ω and the speed of sound of the medium c, as shown in Eq. (6). 
In this case k2

LE is real. 

k2
LE =

(ω
c

)2
(6) 

3.2.1.2. Thermoviscous attenuation model (TV). In the classical ther-
moviscous attenuation model, the squared effective wavenumber k2

TV is 
defined by Eq. (7) [19]. 

k2
TV = k2

LE(1 − i∊v) (7) 

where the dimensionless parameter ∊v is given by: 

∊v =
ω

ρc2

(
4
3

μ + μb

)

(8) 

In this equation, ω is the angular driving frequency, ρ is the density, c 
is the sound speed of the liquid. The bulk viscosity μb was assumed equal 
to the dynamic shear viscosity μ [23], although more recent research has 
indicated that the bulk viscosity can be up to a factor of 3 higher [83]. 
The dimensionless number ∊v is of the order of the ratio of the mean free 
path to the wavelength, and is therefore small in the present case, even 
for the most viscous liquid. The corresponding thermoviscous attenua-
tion coefficient is defined by [18,19]: 

αTV =
kLE

2
∊v =

ω2

(2ρc3)

(
4
3

μ + μb

)

(9) 

3.2.1.3. Commander-Prosperetti model (CP). The Commander- 
Prosperetti model was employed to model the interaction of cavitation 
bubbles with the sound field in a linear way [36]. For a monodisperse 
bubble distribution the squared Commander-Prosperetti wavenumber 
(k2

CP) is defined in Eq. (10). 

k2
CP =

(ω
c

)2
+

4πω2nbR0

ω2
0 − ω2 + 2ibCPω (10) 

The linear resonance frequency of the bubbles ω0 and the damping 
coefficient bCP were calculated using the equations in Table S4 of the 
Supporting Information. The bubbles were assumed here to be filled 
mostly with air, hence the thermal diffusivity inside the bubble (D) and 
the ratio of specific heats for air (γ) were defined as D = 21.9⋅10− 6m2

s and 
γ = 1.4, respectively [84].

The number of bubbles (nb) in the second term of Eq. (10) is related 
to the volume fraction of bubbles (β) via Eq. (11). If the local acoustic 

pressure is lower than the cavitation threshold (pthresh), no cavitation 
bubbles are present. Hence, nb = 0 for |P| < pthresh. 

β =
4π
3

nbR3
0 (11) 

As previously highlighted [23], the value used for nb (or in other 
words β) differs significantly between scientific publications and is not 
easily measured. Therefore in this work a parametric sweep is performed 
on nb in order to obtain the best match with experimental validation data 
(SCL and calorimetry).

3.2.1.4. Louisnard model (OL). The non-linearity in the Louisnard 
model appears in the dependency of the wavenumber (k2

OL) to the 
acoustic pressure amplitude |P|. Moreover, the imaginary part of k2

OL, 
which is related to energy dissipation and attenuation, is calculated 
based on the bubble dynamics (Eqs. (3) and (4)) [22,26]. This way, in 
contrast to the Commander-Prosperetti theory, the non-linear bubble 
oscillations are accounted for. In the work of Louisnard, it has been 
reported that the viscous losses (Πv) dominate the thermal losses (Πth) 
[22,26]. Therefore in the current work only the viscous losses were 
accounted for in the wavenumber. The real and imaginary parts of k2

OL 
are calculated using Eqs. (12) and (13). 

Re
(
k2

OL
)
=

(ω
c

)2
+

4πnbR0ω2

ω2
0 − ω2 (12) 

Im
(
k2

OL
)
= − 2nbρω Πv(|P|)

|P|2
(13) 

It should be noted that the real part of k2
OL is calculated based on the 

linear dispersion theory, in contrast to the more advanced models of 
Trujillo [34,64] and Sojahrood [82]. However, it has been postulated 
that the imaginary part dominates the squared wavenumber [26].

The number of bubbles (nb) was set and fitted to obtain the best 
match with experimental data. Following the approach of references 
[22,26,30,61], the viscous dissipation function (Eq. (3)) was precalcu-
lated numerically by the bubble dynamics equations, non- 
dimensionalized and used in the non-linear COMSOL model. Similar 
to the Commander-Prosperetti models, nb = 0 for |P| < pthresh.

3.2.2. Comparing thermoviscous and cavitation-based dissipation
Whenever losses were included in the model, the mean total dissi-

pated power in the liquid was calculated using Eq. (14) [85–87]. 

Pdiss,tot =

∫∫∫

V

− Im
(

k2
)⃒
⃒P|2

2ρω dV (14) 

Evaluation of predicted dissipated power from the solutions of both 
the TV, CP and OL models allowed to investigate (1) the influence of 
linearization on the cavitation-based attenuation, (2) the relative 
importance of cavitation-based attenuation compared to thermoviscous 
attenuation, and (3) comparisons between model predictions of dissi-
pated power and experimental calorimetry for the same set-up [23].

Additionally, the net energy flowing across the solid boundaries was 
quantified using Eq. (15) [85], where n→ denotes the unit normal vector 
pointing inward the liquid. In any case, conservation of mechanical 
energy requires that Pboundary = Pdiss,tot . 

Pboundary =

∫∫

S

1
2

Re
(

PU→
*

1

)

⋅ n→ dS (15) 

The amplitude of the primary acoustic velocity field U→1 was deter-
mined in function of the acoustic pressure amplitude P as shown in Eq. 
(16). The asterisk is used to denote the complex conjugate value. 

U→1 =
i

ρω∇P (16) 
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3.2.3. Solid mechanics coupling with the acoustic pressure field
Using the COMSOL Solid mechanics module, the displacement of the 

sonotrode was determined. An overview of all the relevant equations 
can be found in the COMSOL Structural Mechanics Module user guide 
[88]. The sonotrode is composed of titanium and was modelled as an 
isotropic linear elastic material. The Young’s Modulus, Poisson’s ratio 
and density were taken as E = 119 GPa, ν = 0.33 and ρ = 4420 kg/m3, 
respectively. The solid mechanics were solved in parallel with the 
pressure field of the liquid, using a COMSOL acoustic-structure bound-
ary Multiphysics coupling.

3.2.4. Acoustic streaming profile & bubble pathways
The acoustic streaming model originates from the perturbation the-

ory of the Navier-Stokes equations [8,89]. Based on the work of Lighthill 
[8], it has been shown that the acoustic streaming can be predicted 
relatively well by solving the stationary Navier-Stokes equations with 
the inclusion of an acoustic driving force term (F) and a κ − ∊ turbulence 
model [30].

The driving force was calculated by taking the divergence tensor of 
the dyadic product of the primary acoustic velocity field u→1( r→, t) shown 
in Eq. (17) [8,30,46,89]. 

F→= − ∇

(

ρ
〈

u→1 ⊗ u→1

〉)

(17) 

Using the identity 〈f( r→, t)g( r→, t) 〉 = 1
2 Re(F( r→)G*( r→) ), the driving 

force can be expressed in function of the complex harmonic velocity 
field U1( r→) and its complex conjugate (denoted by an asterisk), shown 
in Eq. (18). 

Fi = −
∂
(
ρ
〈
u1iu1j

〉)

∂xj
= −

∂
(

ρ 1
2 Re

(

U1iU*
1j

))

∂xj
(18) 

As shown in Fig. 1 of the introduction, coupling between the acoustic 
field, the acoustic streaming and the cavitation bubbles leads to trans-
lational motion. Fully resolving the complete coupling would require 
significant computational power and remains highly complex [31]. 
Therefore in the current model a one-way coupling was implemented: in 
a first step the acoustic field and streaming velocity were computed, 
making abstraction of the bubble movement, and in a second step the 
bubble pathways were calculated qualitatively based on the terminal 
velocity.

The primary Bjerknes forces ( F→b) were calculated following the 
approach of reference [61], based on the bubble dynamics, the ampli-
tude and phase of the acoustic pressure field. Next, the bubble mean 
translational velocity 〈 v→〉∞ was determined using Eq. (19) [30]. 

〈 v→〉∞ = u→strm +
F→b

12π〈R〉μ (19) 

The streaming velocity u→strm was calculated from the Navier-Stokes 
equations and the average bubble radius over an oscillation period 〈R〉
was extracted from the bubble dynamics. As highlighted in reference 
[30], several debatable assumptions were made to obtain the above 
equation, and this issue deserves deeper investigations [90–92]. How-
ever, Eq. (19) allows a quick estimation of the bubble translations and 
has allowed to reproduce realistic phenomena [30].

3.3. Coupling the acoustic calculations with heat transport

Once the power dissipated in the sonicated medium was known 
(Section 3.2.2), an estimate of the temperature field in the sonochemical 
reactor could be made. Previously reported calorimetric experiments 
[23] were used for validation. The COMSOL Heat transfer module [93]
was used, which solves the energy balance in a flowing fluid shown in 
Eq. (20). 

ρcp
∂T
∂t

+ ρcp u→strm⋅∇T − kcond∇T = Qgen (20) 

In this equation, kcond is the thermal conductivity, cp is the specific 
heat constant (experimentally measured for all mixtures) and Qgen pre-
sents any local heat source. The latter is coupled to the acoustic field, as 
the dissipated acoustic power and was calculated based on the imagi-
nary part of the wavenumber of the OL model to account for cavitation- 
based dissipation (Eq. (21)). 

Qgen =
− Im

(
k2

OL
)⃒
⃒P|2

2ρω (21) 

The convective heat transfer relies on the acoustic streaming velocity 
( u→strm) which was calculated at a constant temperature of 23 ◦C. In 
general, for simplicity all properties were evaluated at the initial tem-
perature Tref = 23 ◦C. Moreover, due to a lack of experimental data, the 
thermal conductivity for water (kcond = 0.598 W

m⋅K [94]) was used for all 
mixtures, however, for pure PEG400 a thermal conductivity in the order 
of kcond = 0.2 − 0.3 W

m⋅K has been reported [95]. Using the steady state 
acoustic pressure and acoustic streaming fields, the temperature profile 
in the reactor was calculated theoretically.

3.4. Coupling the acoustic calculations with reactions and mass transport

In a last stage, an effort was made to fully simulate experimental 
sonochemiluminescence (SCL) images. Often a cavitation zone under the 
horn tip is visible, followed by a streak of faint light emissions. The 
reason for this streak remains unclear but it can be reasonable to assume 
the delay time during SCL light emission combined with the acoustic 
streaming velocities might induce dispersion of light into the reactor. To 
test this hypothesis, the COMSOL Transport of diluted species interface was 
used to visualize how photons distribute into the reactor.

Sonochemiluminescence originates from luminol reacting with the 
sonochemically produced OH• radicals. A complex reaction pathway is 
followed and in the last step excited reaction products emit blue/white 
light [21,96]. In the Transport of diluted species interface, the con-
vection–diffusion equation is solved, including chemical reactions as 
shown in Eq. (22). More details on the specific COMSOL module can be 
found in reference [97]. The diffusion coefficient of the OH• radicals in 
water was taken equal to 2.8⋅10− 9 m/s2 [98,99]. 

∂ci

∂t
+∇⋅

(

u→strmci

)

− Di∇
2ci = R(ci) (22) 

In this equation, ci is the concentration of species i, Di is the diffusion 
coefficient and Ri(ci) is the rate of consumption/generation of species i, 
which in this case is coupled to the acoustic field. As for heat transfer, 
the convective transfer contribution is based on the acoustic streaming 
field u→strm.

In order to fully mimic the experimental SCL images and include the 
streak of blue light emerging from the horn tip to the reactor bottom, 
two species were considered: OH• radicals and an emitting species 
termed as photon equivalents (PE). This way, the interplay between the 
acoustic streaming and the light emission maps in the reactor can be 
resolved. Details on the equations and different reaction rates can be 
found in Section B.3. of the Supporting Information.

In the reaction system, the OH• radicals are produced during cavi-
tation collapse and are at the same time consumed by luminol, resulting 
in light emission. The amount of OH• radicals produced during bubble 
collapse (CP) was calculated based on the regression formula derived by 
Hegedüs et al. [73,76], which is only valid for water. Therefore in this 
section only simulations for water were performed. By means of this 
regression formula (Eqs. (S13) to (S15) of the Supporting Information), 
CP was related to the local acoustic pressure and using Eq. (23), the 
overall rate of OH• radicals generation in the reactor was determined. 
The Avogadro constant (Na), frequency (f) and bubble volume fraction 
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(nb) were used to obtain the correct dimensions. The acoustic pressure 
field was solved and was then used to calculate the rate of OH• radicals 
generation. 

Rg,OH• =
CP
Na

⋅nb⋅f (23) 

As luminol reacts with the sonochemically produced OH• radicals, 
light is emitted. Therefore, the rate of PE production is directly related to 
the consumption of OH• radicals. The consumption rate of OH• radicals 
Rc(OH•) was based on literature experiments, where a second-order 
reaction rate constant was found [21,96]. However, due to the excess 
of luminol during sonochemiluminescence experiments and to limit 
computational complexity, in this work the second order reaction ki-
netics were transformed to a pseudo first order reaction system in Eq. 
(24), with clum = cte, using the experimental data from our earlier work 
[23]. 

Rc,OH• = − 8.7⋅109⋅cOH• ⋅clum (24) 

Moreover, reported SCL data indicates the light intensity does not 
disappear instantly, a more exponential decrease over time has been 
stated instead [100,101]. Therefore, a first order consumption reaction 
for the PE species was included. The distribution in the sonochemical 
reactor was visualized by plotting the PE concentration.

3.5. Meshing and boundary conditions

For all simulations, a two-dimensional axisymmetric geometry was 
applied. The numerical grid consisted of free triangular unstructured 
mesh elements and the number of mesh elements per wavelength 
satisfied the k⋅h << 1 criterion, with h being the average size of the 
mesh elements and k the wavenumber [14,15,20,49]. In addition, 
corner and boundary layer refinements were performed.

To calculate the pressure field in the reactor, the sonotrode bound-
aries in contact with the liquid were coupled using the COMSOL 
acoustic-structure Multiphysics coupling. The sonotrode side walls that 
were not submersed in the liquid were assigned free boundaries, since 
the surrounding air does not exert a load on these sonotrode walls. At the 
top of the sonotrode a prescribed displacement was imposed. Due to lack 
of accurate measurements, the displacement magnitude (uin) was swept 
to obtain agreements with both experimental calorimetry and SCL data 
[22] for each mixtures individually [30]. The liquid–air interface and 
reactor walls were all modelled sound soft in the Pressure acoustics 
module.

In the acoustic streaming calculations a stationary solver was used. 
The reactor and sonotrode walls were modelled with no-slip conditions. 
The liquid–air interface was modelled with full-slip conditions.

For all transport phenomena problems, transient simulations were 
computed. To predict the temperature gradients in the sonochemical 
reactor, a transient simulation of 180 s was performed, corresponding to 
the actual timing of the validation calorimetric experiments. All 
boundaries in contact with the outside air were assumed adiabatic (since 
the cooling jacket was emptied during the calorimetric experiments). To 
predict the full sonochemical light distribution in the reactor, a time- 
horizon of 15 s was simulated, which corresponds to a single SCL 
experiment. All boundary conditions were set to no flux since no species 
could leave the reactor.

4. Results and discussion

4.1. The effect of the medium viscosity on microscale

4.1.1. Cavitation threshold determination
Fig. 3 presents an overview of the different cavitation thresholds 

calculated for mixtures of increasing viscosity and a fixed bubble radius 
of R0 = 5 µm.

Based on Fig. 3, some important observations are made. Firstly, the 
Blake threshold values are almost unaffected by the viscosity increase. 
Secondly, for the case of water, all pressure thresholds remained similar 
irrespectively of the approach implemented. Thirdly, an increasing 
trend of the threshold pressure with viscosity is visible for all threshold 
definitions except the Blake pressure. Additionally, for the highest vis-
cosity solutions, large differences can be seen between the estimated 
thresholds. This indicates that viscosity plays an important role in the 
bubble collapse dynamics [71,102].

For mixtures of increasing viscosity, the Blake pressure is slightly 
lower compared to water due to the smaller surface tension of the PEG- 
water mixtures (σ ∼ 70 mN/m for water compared to σ ∼ 55 mN/m, 
respectively). Fig. 3 suggests that the Blake threshold is inadequate in 
predicting the acoustic pressure needed for a violent collapse in more 
viscous solutions. This can be explained by the major role of viscosity 
compared to the impact of surface tension, which cannot be predicted 
using the simple Blake formula [78]. It seems that the ER threshold is 
more moderate compared to the Tmax and Mach criteria. For example, 
when solving the bubble dynamics for the more viscous solutions a 
pressure corresponding to the ER threshold generates collapse tempera-
tures ≪1000 K, which is insufficient for the sonolysis of water 
[1,79,103]. Therefore, the ER threshold cannot be used to quantify a 
violent collapse and care should be taken when applying rule-of-thumb 
guidelines derived for water to more viscous solutions.

Two Tmax threshold pressures were calculated, corresponding to a 
collapse temperature of 3000 K (Tmax,3000K) and 5500 K (Tmax,5500K). Both 
thresholds were larger than the Blake and ER pressures. Comparing the 
relative difference between the Tmax,3000K and Tmax,5500K thresholds, it 
can be seen that the Tmax,3000K threshold is less than 20 % lower 
(compare 1.5 bar to 1.2 bar for water), which comes in agreement with 
the work of Holland & Apfel [78]. Moreover, the Mach and Tmax,5500K 

thresholds are very similar and represent the largest required pressure 
values. For a sonic collapse, significant amount of energy is generated 
and transferred to the bubble content [71] which would result in 
extreme hot-spot temperatures. In view of comparison to SCL images 
which can be related to the bubble collapse temperature, in all following 
models the Tmax,3000K threshold is selected to indicate the occurrence of 
“efficient” cavitation. A maximum core temperature of 3000 K was 
chosen instead of 5500 K in order to avoid imposing collapse conditions 
that are too strict for SCL to occur.

4.1.2. Collapse-temperature
The relationship between the maximum bubble temperature over an 

Fig. 3. Overview of the different cavitation threshold pressures calculated for 
mixtures of increasing viscosity for a single bubble with R0 = 5 µm at a fre-
quency of 30 kHz. For clarity, the threshold pressures are plotted on a loga-
rithmic y-axis.
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acoustic period and the non-dimensional driving pressure for the 
different viscosities was calculated and is shown in Fig. 4. When the 
driving pressure is below the cavitation threshold, the maximum is 
almost equal to the ambient temperature, since no violent cavitation 
collapse occurs. When the pressure is increased, the maximum temper-
ature increases rapidly. Interestingly, when the driving pressure is 
increased further, the increase in collapse temperature becomes less 
pronounced as seen by the change in curvature of the curves. In the ideal 
non-dissipative case, as the driving pressure increases, the energy stored 
in the bubble during expansion increases which results in a higher hot- 
spot temperature during collapse. However, the energy dissipated by a 
single bubble also increases during bubble oscillations (see Fig. 5 in 
Section 4.1.3), which lowers the energy available to be transferred to the 
collapse. As a result, the combination of both competing effects results in 
a change in slope of the Tmax curve.

The maximum temperature corresponding to the viscosity of 0.9 
mPas (water) and 6.4 mPas (40 wt% PEG400), were found very similar 
Tmax = 11228 K and Tmax = 11088 K for p/p∞ = 5, respectively (relative 
difference smaller than 5 %).

4.1.3. Energy dissipated by a single cavitation bubble
The viscous dissipation by a single oscillating bubble in function of 

the non-dimensional acoustic pressure is presented in Fig. 5. For all 
mixtures, the viscous losses were dominant over the thermal losses, 
which was even more distinct for the higher viscosity solutions. This 
corroborates earlier results reported for water [26] and supports the 
assumption of neglecting the thermal losses in Eq. (13), at least for the 
cases studied here.

At small driving pressures, the viscous dissipation is low, but above a 
certain value of the acoustic pressure the dissipation jumps due to the 
onset of violent non-linear oscillations of the cavitation bubbles [26]. 
For the largest viscosities (123.2 mPas and 712.5 mPas), the dissipated 
power shows a more gradual increase. Moreover, when the viscosity is 
increased to 712.5 mPas, for driving pressures of p/p∞ ≥ 1, small 
viscous dissipation is observed. Only at high driving pressures the 
viscous dissipation rises. This can be attributed to highly damped bubble 
oscillations at high viscosities [71,104]. Due to the large viscosity, both 
the bubble radius (R) and the bubble wall velocity (Ṙ) amplitude during 
bubble oscillations become very small. As a result, in Eq. (3), even 
though the viscosity is larger the dissipated power is lower. Only at very 
high driving pressures the bubble motion becomes sufficiently violent to 
obtain large viscous dissipation.

4.2. The effect of the medium viscosity on macroscale

4.2.1. Comparison between sound attenuation models
A comparison was made for one specific value of the number of 

cavitation bubbles nb. Fig. 6 presents the relative cavitation zone size 
predictions of each model for nb = 15 1/mm3. A change in nb would not 
affect the LE and TV models since they do not include cavitation-based 
attenuation.

A first observation can be made when comparing the LE (no atten-
uation) and TV (classical thermoviscous attenuation) models. Both 
models exhibit identical behavior in terms of cavitation zones pre-
dictions, which suggests that the classical thermoviscous attenuation is 
therefore probably negligible compared to the cavitation-based 
attenuation.

Counterintuitively, for nb = 15 1/mm3 it seems the use of linear 
cavitation-based attenuation (CP model) results in larger amounts of 
cavitation in pure water compared to the LE and TV models. This can be 
explained by the linear dispersion effect of waves by cavitation bubbles. 
Indeed, in Eq. (10), the real part of the squared wavenumber k2 depends 
on nb [14], and since its imaginary part is comparatively small [85], the 
effective propagation wavelength λprop = 2π/Re(k) is strongly dependent 
on nb (for nb = 15 1/mm3 the wavelength is λprop = 4.49 cm). To check 

Fig. 4. Maximum temperature during one oscillation period for a single cavi-
tation bubble of R0 = 5 µm at a frequency of 30 kHz. The driving pressure p is 
non-dimensionalized by the ambient pressure (p∞).

Fig. 5. Viscous power dissipation by a single cavitation bubble (R0 = 5 µm) 
over one oscillation cycle at a frequency of 30 kHz. The driving pressure p is 
non-dimensionalized by the ambient pressure (p∞).

Fig. 6. Comparison of the sound attenuation models for nb = 15 1/mm3. Key 
for the models: Linear elastic (LE), Classical Thermoviscous (TV), Commander- 
Prosperetti (CP) and Louisnard model (OL).
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this effect, a COMSOL Eigenfrequency study was performed to determine 
the wavelength at which the liquid volume would become resonant. For 
the considered geometry this wavelength was found to λres = 4.48 cm, 
which is close to the effective propagation wavelength (λprop = 4.49 cm) 
at the driving frequency considered here. As a result, the CP model 
predicts that the liquid volume undergoes numerical resonance, resulting 
in large predicted acoustic pressures. We use here the term numerical to 
clarify that this resonance does not occur in real life, but is the result of 
the numerical model limitations. For a value of nb = 15 1/mm3, λprop is 
equal to the resonance wavelength and larger cavitation zones are pre-
dicted for water. For the OL model no numerical resonance effects were 
observed, which is due to the larger attenuation contribution brought by 

the large values of Im
(

k2
OL

)
that blurs the resonance effect. This high-

lights the importance of using the real bubble dynamics to calculate 
energy dissipation instead of linearizing the bubble oscillations. For the 
CP model the more viscous solutions do not show numerical resonance, 
which might be partly attributed to the larger imaginary part of the 
wavenumber brought by the damping term bCP, because of larger vis-
cosity (Eq. (S12) in Table S4 of the Supporting Information).

4.2.2. Acoustic pressure field validation against SCL
The predictions of the acoustic pressure field based on the OL model 

are presented in Fig. 7 (top row). The cyan lines demarcate the zones 
where the acoustic pressure exceeds the cavitation threshold pressure 
and therefore indicate zones of increased likelihood of cavitation and 
SCL emissions. Results are shown for an ultrasonic frequency of 31 kHz, 
since for different frequencies the lateral cavitation zones around the 
horn shaft were not always predicted. This result indicates the nominal 
working frequency of a sonotrode should be carefully assessed when 
modelling the pressure fields.

Comparing the OL model with experimental SCL data (Fig. 7 bottom 
row), several agreements can be found. The model is able to predict the 
generation of multiple cavitation zones, seen experimentally: (1) right 
below the horn tip, and (2) around the horn shaft. However, for μ = 0.9 
and μ = 6.4 mPas the model predicts the appearance of an additional 
cavitation zone below the sonotrode tip. At first, this zone does not seem 
visible in the SCL image, but as will be demonstrated in Section 4.4 the 
strong acoustic streaming jet can partly blur the light emissions that 
would occur by this additional cavitation zone below the horn tip. This 
would entail that using the SCL method not all active cavitation zones 

can be clearly visualized.
As mentioned before, the number of bubbles nb and the input 

displacement were used as fitting parameters to obtain the best corre-
spondence to SCL and calorimetry results. For the viscosities μ = 0.9 to 
45.8 mPas, the same number of bubbles of nb = 20 1/mm3 was used. It is 
interesting to note that for an increase in viscosity, a larger input 
displacement uin was required to obtain both the cavitation zone below 
the tip and the lateral cavitation zone covering the sonotrode shaft.

The model predicts a decreasing trend in the size of cavitation zones 
for an increase in viscosity. Experimentally, it seems that the viscosity 
μ = 6.4 mPas (40 wt% PEG400) shows the brightest light emissions. 
However, when comparing the spatial extensions of light emission at μ =

6.4 mPas with the one at μ = 0.9 mPas (pure water), it seems that the 
light zone around the sonotrode shaft extends more slightly towards the 
reactor walls for pure water. The difference in light intensity might be 
due to the different properties and composition of the 40 wt% PEG400 
mixture compared to water, such as the pH [105]. The presence of the 
PEG might influence the radical yields or experimental SCL light emis-
sions. Moreover, the model assumes a monodisperse bubble distribution 
of R0 = 5 µm for all viscosities, while in reality larger bubbles can be 
stable for larger viscosities [69]. Considering only the PEG-water mix-
tures, the model is able to capture a decrease of cavitation zone size with 
viscosity. It seems that as the viscosity increases, the spatial distribution 
of radicals decreases (shown by a decrease in extent of SCL light 
emissions).

4.2.3. Comparing thermoviscous and cavitation-based dissipation
The dissipated energy calculated with the CP and OL models was also 

compared to experimental calorimetric power measurements, shown in 
Fig. 8.

The shortcomings of the linear models (CP in this case) become clear 
as the predicted dissipated power is almost an order of magnitude too 
low for the same model conditions. This clearly highlights the inaccurate 
prediction of dissipation of the cavitation bubbles by the linear models. 
The OL model, on the contrary, predicts dissipated powers which are in 
the same order of magnitude and follow the same trend as the experi-
mental values, shown in Fig. 8.

For the OL model, good correspondence between the predicted 
dissipated power and experimental calorimetric power can be remarked. 
For these points, nb was fixed to 20 1/mm3, only the input displacement 
uin was used as a fitting parameter. When the viscosity increases (lower 

Fig. 7. Numerical model predictions (OL model, top row) compared to experimental SCL images (bottom row) for increasing viscosity solutions. In the model 
predictions, the color maps indicate the acoustic pressure field, while the cyan lines demarcate the zones of increased cavitation probability. The combinations for nb 
and uin used in the simulations are shown in the bottom row. The first column (μ = 0.9 mPas) corresponds to pure water.
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than μ = 123.2 mPas), a larger uin was required to match the experi-
mental SCL image and calorimetric power.

Additionally, for the OL model, the energy balance was checked to 
verify the model accuracy. The energy flowing into the reactor across 
the lateral horn walls and tip was equal to the energy dissipated in the 
reactor bulk (relative difference < 0.3%, possibly due to numerical er-
rors).

Comparing the classical thermoviscous dissipation (based on the TV 
model) and cavitation-based dissipation (based on the OL model), it 
becomes apparent that cavitation dominates the dissipated power. The 
classical thermoviscous attenuation is only a fraction of the cavitation- 
based (factor 10− 4). From a more theoretical view it can also be ex-
pected that cavitation has a larger impact on the dissipated power due its 
smaller length scale, compared to the classical thermoviscous attenua-
tion. A more detailed description can be found in Section C of the Sup-
porting Information.

4.2.4. Acoustic streaming profile and bubble pathways
The acoustic streaming fields are presented in Fig. 9 (top row) for the 

mixtures of increasing viscosities. For all viscosities, a jet pointing to-
wards the reactor bottom was predicted that seems to broaden and 

become more diffuse as viscosity is increased. Additionally, for water 
two contra-rotating vortices were predicted, while for the other viscos-
ities only one main vortex was predicted. For water, Dahlem et al. [25]
and more recently Rahimi et al. [106] were both able to visualize the 
formation of two contra-rotating vortices for a lower horn insertion 
depth. The primary vortex is created by the jet-like flow and its top part 
drags along the stagnant fluid on top of it, which creates the secondary 
vortex.

When the modelled streaming velocities of the acoustic jet are 
compared against available PIV experimental results [23] for the liquid 
jet, one main difference can be observed. The model seems to over-
predict velocities. Right below the sonotrode, the highest discrepancy is 
remarked with differences up to a factor of 10 compared to the PIV 
experiments. However, in this localized zone the presence of cavitation 
itself interferes and introduces uncertainty in experimental velocity 
measurements. Alternatively, it seems that the Louisnard model pre-
dicted excessive gradients in the acoustic pressure near the transducer, 
possibly owed to the strong energy dissipation. As can be seen from Eqs. 
(16) to (18), the driving force for acoustic streaming does not explicitly 
depend on the acoustic pressure (P) but rather depends on the acoustic 
pressure gradient (∇P), which is correlated to the attenuation of the 
acoustic wave. Therefore, large local energy dissipation in the acoustic 
field may induce large driving forces in the acoustic streaming velocity. 
It should be noted that including additional damping terms in the 
Louisnard model (such as Πth and Πrad) may amplify the acoustic 
streaming velocity due to steeper pressure gradients below the sono-
trode tip.

Additionally, the model predicts a decrease in jet velocity for an 
increase in viscosity. However, the PIV results indicated a lower 
streaming velocity for water compared to some viscous samples. This 
could possibly be attributed to the highly turbulent flow patterns which 
hindered an accurate velocity measurement by the PIV. This is sup-
ported by the general decreasing trend in measured velocity magnitude 
of the radial streamlines, which exhibit more ordered characteristics. 
Alternatively, similar to the SCL comparison, the addition of PEG might 
influence the bubble dynamics.

Using Eq. (19), the bubble pathways were calculated and are pre-
sented in Fig. 9 (bottom row). The streamlines represent the pathways 
that hypothetical bubbles generated at arbitrary spots within the reactor 
would follow. The “Launch sites” consist of zones where the acoustic 
pressure is 0.99 times the threshold pressure to visualize the bubble 
motion.

For all viscosities, the bubbles generated below the horn tip are 

Fig. 8. Comparison of experimental calorimetry results with numerical pre-
dictions of dissipated power. Key for the legend: OL = Louisnard model, CP =
Commander-Prosperetti model.

Fig. 9. OL model predictions for the Acoustic streaming profiles (white arrows, top row) and bubble pathways (blue arrows, bottom row). The bubble pathways are 
constructed by following the paths a bubble would follow if it was launched at an arbitrary spot in the reactor where the acoustic pressure is 99% of the threshold 
value. For reference to the bubble pathways, the cavitation threshold is drawn in red and the acoustic streaming profiles are drawn in black.
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dispersed into the reactor bulk. This is in agreement with simulations 
and experimental observations of Lesnik et al. [31], although the latter 
work included much more complex population balances for the cavita-
tion bubbles. It seems that both the generation of travelling waves at the 
horn tip and the acoustic streaming (black lines in Fig. 9 bottom row) 
invigorate each other and push the bubbles away from the horn tip. The 
bubble clusters at the horn wall seem to converge to a point close to the 
sonotrode lateral side, which seems to be confirmed by the point-like 
light emissions in the SCL images, especially for μ = 22.2 and μ = 45.8 
mPas.

4.3. Coupling the acoustic calculations with heat transport

An overview of the spatial temperature profiles after 180 s of soni-
cation can be found in Fig. 10. For water, no noticeable temperature 
differences can be remarked. When increasing the viscosity (starting 
from μ = 45.8 mPas), small gradients start to occur with increased 
temperature zones located below the tip and along the horn axis.

The predicted temperature profiles were used as a tool to investigate 
the influence of location of the temperature probe during calorimetric 
measurements. Using, Eq. (25) the calorimetric power was calculated, 
taking the temperature slope over time dT

dt at different locations in the 
reactor, m the mass of the solution in the reactor and cp the specific heat 
capacity. 

Pcal = mcp
dT
dt

(25) 

The relative standard deviation of calorimetric power gradients in 
the reactor ranged from 0.10 % (for μ = 0.9 mPas) to 0.14 % (for μ = 45.
8 mPas) when increasing the viscosity. As shown in Fig. S5 of the Sup-
porting Information, larger temperature gradients start to occur for 
higher viscosities. However, for these points transducer pulsations 
occurred that could not be modelled, therefore results should be treated 
with caution. Nevertheless, considering the conservation of energy in an 
adiabatic system, despite the possible existence of large temperature 
gradients in the reactor, the calorimetric characterization should still 
give accurate information as long as multiple temperature probes are 
used to average its result as was done in reference [23].

The simulations indicate potential in the application of ultrasound in 
viscous systems. The acoustic streaming and cavitation oscillations 
might increase mixing in the reactor, so only relatively small tempera-
ture gradients might occur, even in viscous fluids. However, it should be 
noted that the convective energy transport is overestimated by the 
model, due to the overpredictions of the acoustic streaming jet velocity. 
Therefore, in reality heat generation as a result of the acoustic dissipa-
tion might still happen at a faster rate than the transport of heat in the 
reactor via acoustic streaming and conduction, which may modify 
ambient temperature conditions for bubbles in those zones, and influ-
ence their dynamics and sonochemical effects.

4.4. Coupling the acoustic calculations with reactions and mass transport

After solving the convection–diffusion equations, the light emission 
over time was computed by plotting the PE species concentration in the 
reactor. The left side of Fig. 11 shows the predicted light emission for 
sonication of 15 s, the right side shows an experimental SCL image for 
the same conditions. Only a gradient coloring is presented, since the 
exact values for the PE concentrations do not present any physical 
meaning.

The updated model predicts a lateral cavitation zone covering the 
horn shaft which was also confirmed experimentally by the Aluminum 
foil erosion technique [23]. The shape of predicted light emission looks 
similar to the pure acoustic fields calculations in Fig. 7. However, in the 
SCL image, the light emission seems to move more horizontally 
compared to the model predictions. As shown by Vargas et al. [107], the 
curvature of the reactor can cause distortion of the images by refraction 
effects. More specifically, lateral cavitation zones appeared to be larger 
and more off-axis than in the corrected images. Therefore, a direct 
comparison of the shape of light emission of model predictions to the 
experimental SCL visualization can be speculative for these lateral light 
zones.

The cavitation zone directly under the tip was reasonably predicted. 

Fig. 10. Predicted spatial temperature profiles after 180 s of sonication for increasing viscosity solutions. Temperatures are displayed in degrees Celsius.

Fig. 11. Comparison of the Photon Equivalent species (PE) concentration (left) 
against experimental SCL light emissions (right) for sonication of water (μ = 0.9 
mPas), computed for nb = 20 1/mm3 and uin = 10 µm.
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In particular, it can be seen that the bright streak of light emerging from 
the reactor tip and splashing on the bottom of the reactor, visible on the 
luminol map (Fig. 11 right part), is reproduced by the PE concentration 
computation (Fig. 11 left part). However, it does seem that the predicted 
jet is thinner compared to experimental image. It is interesting to note 
that this jet-like structure does not appear on the acoustic pressure map 
of Fig. 7.

Moreover, the light emissions of the additional cavitation zone below 
the sonotrode tip are partly blurred by the acoustic streaming motion. 
The PE concentration, which corresponds to light emission, is half of the 
PE concentration directly underneath the sonotrode tip. Due to the time 
delay in the light emission, the light produced in the additional cavita-
tion zone under the tip is transported into the bulk by the streaming 
motion. This results in a smearing out of the light, which makes it 
difficult to identify the active zone of acoustic cavitation and which 
might create the perception of a broader jet flow.

The bubble pathways calculations (see Fig. 9) revealed that cavita-
tion bubbles are nucleated at the tip, and are simultaneously transported 
within the reactor to create distant bubble clouds. Moreover, the 
calculation of the acoustic pressure field at the reactor bottom indicates 
that the maximum temperature of a bubble hypothetically collapsing at 
the bottom of the reactor is too low to generate SCL emissions. This is 
consistent with observations of Yusuf et al. [108], which were not able 
to experimentally measure shockwaves for such distant bubble clusters 
and concluded that these bubbles could not cavitate inertially. This 
suggests that the streak of faint light emission under the sonotrode 
should be attributed to the motion of excited luminol species exhibiting 
light emission delay time.

The above results shed new light on the interpretation of SCL images. 
Our simulations indicate that a high luminol intensity in some reactor 
zones might not always correspond to a high sonochemical activity in 
that region or that active zones can be blurred by acoustic streaming 
during the SCL method since the dispersion of light emission may be 
mediated by acoustic streaming transporting species whose de- 
excitation is sufficiently slow. This suggests that SCL light generation 
should be partially decoupled from active cavitation. If this conjecture 
was true, this would mean that in a fully experimental campaign, the 
SCL technique could better be combined with different cavitation 
mapping measurements, such as aluminum foil erosion, high speed 
imaging of bubble clusters or chemical dosimetry for overall reactor 
performance qualification.

To the authors’ best knowledge, the current model approach is the 
first one to predict experimental SCL images. However, it should be 
mentioned that the current model is underpinned by several assump-
tions, for example the luminol emission delay time is used as a fitting 
factor. Nevertheless, we expect the inclusion of transport equations and 
chemical reactions in sonochemical models to offer new avenues in 
validating sonochemical reactor models. In this framework, the work of 
the Hegedüs group seems of prime importance in providing ready-to-use 
analytical expressions of radical yields in function of the bubble 
expansion ratio [73,76].

5. Conclusions and outlook

The current work extended the non-linear Louisnard model for 
modelling ultrasound fields and provided new strategies in modelling 
sonochemical reactors by coupling acoustic calculations with heat and 
mass balances. Firstly, to expand the operation range of the acoustic 
model, acoustic field calculations were applied to viscous fluids. The 
effect of viscosity on acoustic attenuation was emphasized and classical 
thermoviscous and cavitation-based attenuation mechanisms were 
directly compared. Both the micro-and macroscales were resolved by 
solving the bubble dynamics equations of a single bubble and by pre-
dicting the acoustic pressure and velocity fields, respectively. Secondly, 
heat transport effects in a sonochemical reactor were modelled, by 
coupling the acoustic calculations with an energy balance. Thirdly, 

reactions and mass transport were modelled in a sonochemical reactor, 
by considering the SCL reaction in a sonicated water-luminol system. 
The model results were compared to available experimental results in 
terms of cavitation generation (experimental SCL images), energy 
dissipation (calorimetry measurements) and streaming profiles (PIV 
experiments) [23].

On the microscale, the effect of the viscosity on the threshold pres-
sure for cavitation to occur was determined. In this regard several def-
initions for the cavitation threshold were selected and calculated for the 
viscous mixtures. The applicability of the Blake and Expansion Ratio 
thresholds to more viscous solutions was found inaccurate, and there-
fore it was suggested to define a threshold pressure based on the collapse 
temperature of a single bubble. The viscous energy dissipated by a single 
bubble was quantified and it was shown that an increase in viscosity 
does not necessarily indicate an increase in viscous dissipation. At high 
viscosities the bubble oscillations become overdamped which lowers the 
dissipation rate.

On the macroscale, the limitation of linear cavitation-based models 
became apparent by the generation of numerical resonance due to an 
improper prediction of the wavelength dispersion and underprediction 
of energy dissipation. The non-linear Louisnard model did not suffer 
from this drawback and was validated against SCL for the prediction of 
cavitation zones, and calorimetry for the dissipation of energy. The 
simulations were able to predict correctly the generation of two cavi-
tation zones (at the horn tip and around the horn shaft). However, the 
model predicted the appearance of a third cavitation zone for μ = 0.9 
and μ = 6.4 mPas that at first does not seem visible in the SCL image. 
The energy calculations showed that the thermoviscous attenuation is 
negligible compared to the cavitation-based attenuation by several or-
ders of magnitude even for the highest viscosity. Additionally, using the 
acoustic pressure field predictions, the acoustic streaming profiles and 
bubble pathways were calculated.

Heat transport equations were incorporated in the acoustic fields 
calculations. As a result, the temperature field inside a sonochemical 
reactor was predicted for mixtures of increasing viscosity and it was 
shown that small gradients can appear with an increase in viscosity, 
which propagates to small gradients in calorimetric power depending on 
the spatial location of the temperature probe during the measurement.

Lastly, chemical reactions and mass transport were coupled with the 
acoustic field calculations to model the SCL reaction of sonicated 
luminol solutions and coherent light emissions in a sonochemical 
reactor. First simulations indicate the streak of faint blue light emission 
under the horn tip can be the result of excited luminol species being 
dragged by either the acoustic streaming or the moving cavitation 
bubbles. Moreover, light emissions of active cavitation zones can be 
blurred by the acoustic streaming motion. Therefore, care should be 
taken in the interpretation of SCL glowing zones, which do not neces-
sarily directly correspond to inertial cavitation zones.

Future work could first include the improvement of the shortcomings 
of the non-linear acoustic modelling approach. Particularly, the current 
model assumes a monodisperse cavitation distribution of bubbles of the 
same size independently of viscosity. However, GPU simulations by the 
Hegedüs group indicate that a higher viscosity increases the maximum 
stable bubble size [69]. It might be interesting to combine the bubble 
size calculations with the model proposed in this manuscript. Moreover, 
another improvement of the acoustic model could be made by using the 
extensions to Louisnard model developed independently by Trujillo 
[64], and Sojahrood et al. [66,67]. Whereas the Louisnard model as-
sumes a linear dispersion relation for the real part of the squared 

wavenumber Re
(

k2
m

)
, in Trujillo or Sojarhood models, the latter is 

derived rigorously from Caflisch equations, assuming mono-harmonic 
oscillations. This may alter both the sound speed and the attenuation 
in bubbly zones, and recent measurements in water seeded with contrast 
agents exhibit remarkable agreement between the computed and 
experimental values [82]. Then, the discrepancy between computed 
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acoustic streaming velocities and PIV experiments remains unclear and 
should be further investigated. More importantly, the extension of the 
novel SCL validation procedure to more viscous cases is aimed at, which 
would require extension of the semi-empirical equations of the Hegedüs 
group.
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